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Executive Summary
On September 8, 2011, during a period of peak electrical demand, a series of events overloaded circuits, which led to a loss of electrical power for approximately five million people in San Diego, the Imperial Valley, and parts of Mexico and Arizona.  CPSD finds that the California Independent System Operator (CAISO) and the Imperial Irrigation District (IID) were unable to model all possible contingencies or plan sufficient resources prior to the event. During the event, CAISO and IID failed to increase generation or reduce system electrical loading to compensate for the loss of a 500 KV transmission line in Arizona
.  This led to overloading of power lines and equipment across the CAISO and IID service areas, ultimately overloading Path 44 South of San Onofre, the sole remaining major import line into San Diego
.  When total current on this supply line exceeded protective settings for a pre-set period of time, a system of relays tripped the lines, causing the September 8, 2011 Southwest Power Outage.  The utilities restored power to virtually all customers within twelve hours.  

Although loss of the 500 KV line in Arizona precipitated the event, protective actions in California should have prevented a blackout.  Further overloading and loss of resources in the Imperial Irrigation District (IID) added to the stress on the system.  Ironically, CPSD also found that Southern California Edison (SCE), IID and San Diego Gas and Electric (SDG&E) protection schemes may have contributed to causing the event. Many issues require further study and evaluation, but CPSD found four primary problems with CAISO’s ability to control the event in the San Diego area:

CAISO lacked adequate system information and real-time telemetry from neighboring balancing authorities to fully model and predict all potential problems before the event and in real-time.

CAISO was unable to start peakers or ramp sufficient spinning reserve generation to prevent the grid separation at San Onofre.

In this particular instance, CAISO and SDG&E lacked adequate procedures for rapid emergency manual load reduction when the flow on Path 44 exceeded standard operating levels.
  Therefore CAISO and SDG&E were unable to strategically reduce demand (shed small pre-determined blocks of load) during the event.

The relay protection of the Path 44 transmission lines at San Onofre may not have been appropriately designed.  SDG&E, CAISO, and Southern California Edison (SCE) should carefully re-evaluate sole reliance on the time-overcurrent relay system at San Onofre which ultimately islanded San Diego from the SCE service area.
  In addition, this protective action is not automatically modeled in CAISO’s Real Time Contingency Analysis system
. Even if CAISO, SCE and SDGE determine the relay settings are appropriate, CAISO and transmission operators need to be fully aware of this major protective action, especially if it is imminent.

Protective schemes and overloading at the Coachella Valley transformers (IID) and Imperial Valley substation also contributed to cascading outages. In the case of the Coachella Valley, IID should evaluate the protective settings and share the information with neighboring balancing authorities. SDG&E and IID should evaluate the design of the S-line protective scheme.  CAISO has improved telemetry into the IID service area, and is adding additional system metrics to its real-time contingency analysis.  
This report contains several recommendations for improvements for balancing authorities.  CPUC jurisdictional utilities must work with CAISO and WECC to provide correct input and recommendations for improvements related to their systems and practices.  At this time, CPSD recommends no violations against CPUC jurisdictional utilities.  However, CPSD reserves the right to pursue violations at any time based on new information or analysis. CPSD will monitor any future FERC investigations of this matter.

In particular, the regulated utilities, should work with the balancing authorities to ensure that special protective schemes are properly designed and that they develop and implement appropriate procedures for manual load shedding to prevent system overload and instability.
1. CPSD Staff Investigation 

On September 8, 2011, San Diego Gas and Electric reported a “blackout” in its service area to the California Public Utilities Commission as a reportable incident under Commission rules.  CPSD began an investigation immediately. Because the CPUC’s jurisdiction is limited, and CPSD lacks advanced power flow modeling tools, CPSD staff relied on data requests from its jurisdictional utilities, and voluntary cooperation from other parties, such as WECC and the CAISO. Shortly after the event, CAISO and SDG&E provided CPSD with an in person briefing.
 From this briefing, and related documents, CPSD produced an initial report, delivered at the September 22, 2011 commission meeting.  CAISO provided an updated briefing and answers to CPSD questions on April 19, 2012.

Immediately following the blackout, the CAISO convened a voluntary group consisting of all balancing authorities and transmission owners involved in the blackout to conduct a preliminary inquiry into the cause.  Subsequently, WECC, NERC, and FERC launched inquiries, with FERC ultimately assuming the lead investigatory position.  FERC issued data requests and conducted depositions beginning in October 2011. FERC terms its fact-finding activities an “inquiry” rather than a more formal “investigation.”  At an October 26, 2011 Joint Legislative Hearing, the three parties stated that their investigations were on-going and would conclude in a few months, at which time they would issue reports of some kind.

To eliminate duplicate requests, CPSD agreed to request that all entities provide copies of the data they supply to FERC, NERC, and WECC requests.  CAISO, SDG&E, SCE, and IID cooperated fully. 

Immediately following the event, CPSD contacted APS. APS provided basic information at that time, but did not divulge the exact nature of the maintenance event which put the Hassayampa to North Gila transmission line out-of-service.  CPSD also contacted the Arizona Corporation Commission (AZCC).

Finally, CPSD contacted WECC, which indicated that it was still investigating and would provide CPSD with any final report
.  On May 1, 2012, FERC and NERC released their joint report
.  On August 31, 2012 WECC released its preliminary response to the FERC and NERC joint report. 
2. Findings and Recommendations
2.1. Findings
Based on the information available to the Consumer Protection and Safety Division (CPSD), heavy demand and high temperatures, combined with inadequate planning and procedures, led to multiple sequential events to cause the Southwest Power Outage.  Causes of the event include:

· Failure of WECC, CAISO and IID to adequately model all possible contingencies prior to the event,

· High demand in the San Diego and Imperial Valley areas which made detailed and exact modeling critical,

· Day ahead plans which relied on high, but legally acceptable ratios of imported power into the San Diego and Imperial Valley,

· Local generation at less than full dispatch levels prior to the event,

· Operator error causing loss of one major transmission line (Hassayampa-North Gila), cutting import resources in half,

· Apparent failure of WECC state analyzer to see all imminent problems in real time, or failure to direct corrective actions in a timely manner,

· Loss of local generation in Mexico and the Imperial Valley,

· High power flow, congestion and subsequent overloading on alternate power paths in Imperial Valley and San Diego tripping protective devices, 

· Inability of CAISO and IID to start generation or curtail sufficient local load
 in a timely manner in response to overload conditions, 

· Reliance on under-frequency load shedding
 with inefficient manual load shedding programs,

· Subsequent increase in MW and current load on major remaining import supply path (Path 44) beyond normal operating limits, leading to activation of protective relay,

· Possibly inadequate, inelegant or poorly justified protection schemes and relay settings, including the SONGS separation scheme and the S-line special protection scheme, and

· Loss of final major transmission import line (Path 44) finally caused insufficient power for existing caused under-frequency event and loss of all remaining local generation.

2.2. Recommendations
Balancing authorities, such as the California Independent System Operator (CAISO), the Imperial Irrigation District (IID), and Arizona Power Service (APS) bear ultimate responsibility for matching power supply to demand.  As with all major grid events and outages, hindsight reveals numerous changes, including both comprehensive and minor adjustments, which could have prevented the specific event.  The key is to examine all related areas in order to provide a robust protective system to prevent the next event, which will undoubtedly be significantly different.  At this time, CPSD makes no recommendations for specific detailed changes to equipment settings or policies. Rather, CPSD recommends that the responsible entities undertake a broad-based evaluation and response, not merely to correct the precise causes of the Southwest Power Outage, but to identify latent root causes and prevent varied events in the future.
CPSD recommends that the responsible balancing authorities and transmission owners undertake the following:
2.2.1. California Independent System Operator (with SCE and SDG&E)
1. Ensure that local generation is always dispatched at appropriate power levels to ensure reliability.
  These reviews and policies should also consider whether generation should be on automatic generation control (AGC) or not, and whether market concerns are completely aligned with reliability concerns,

2. Carefully monitor all current flow on Path 44, especially after the loss of the Hassayampa-North Gila 500 KV transmission line, and certainly after power flow on Path 44 exceeds 2,500 MW,

3. Ensure all transmission and CAISO operators are aware of the 8,000 amp overcurrent relay pick-up point on the Path 44 intertie (or any similar separation schemes), and through procedures and policy (possibly enhanced nomograms or alarms), establish a sufficient level of urgency when flow on Path 44 exceeds 2,500 MW, particularly following the loss of a major asset such as the Hassayampa-North Gila line, 

4. Evaluate whether a more sophisticated protection scheme, which includes monitoring of additional system parameters, would be more effective than the current reliance on analog time-overcurrent relays at the SCE-SDG&E intertie in San Onofre,

5. Re-evaluate the maximum import limits on Path 44 and the Southwest Power Link,

6. Re-evaluate the 8,000 amp pick-up and time dial settings on the current protective scheme at the SCE-SDG&E intertie
, 

7. In conjunction with re-evaluation of the San Onofre grid separation protective scheme, evaluate processes for maintaining voltage stability in systems north of SONGS in order to allow for alternatives before grid separation,

8. Carefully study the level of reliance on under-frequency measurements, under-frequency load shedding (UFLS) and automatic generation control in those instances where power supply manages to meet demand but in order to meet demand puts excessive current loading on critical system elements,

9. Establish procedures to quickly reduce demand when necessary, and possibly include manual “shedding” or de-energization of small customer electrical segments.
  Note that some “interruptible customers” already participate in agreements to allow the utilities to cut off their supply periodically in return for reduced rates,

10. Establish efficient methods to quickly ramp emergency generation under the above scenario, especially gas engine peakers, and consider methods to eliminate delays caused by the present generator start-up methodology which requires utilities or the system operator to call scheduling coordinators, who in turn call generation operators to start peak power units,

11. Ensure that policies for sharing power with neighboring balancing authorities promote overall grid reliability,

12. Ensure that power system planners possess all necessary information, such as relay settings, protective action schemes, and line and component current loading data, to perform complete modeling of every possible loss of generation or transmission in their system.  This may involve further planning, coordination and real-time communication with adjacent balancing authorities to identify and quickly respond to pending emergency conditions. 

13. Model all possible contingencies, and ensure that all protective action schemes are designed properly with consideration for the effect on the grid as a whole rather than just the protection of specific internal assets (where advisable),

14. Evaluate whether demand forecasting models are sufficiently accurate, and whether special policies or procedures are necessary at times of peak demand, even absent declared electrical emergencies. 

15. Evaluate whether protection schemes which trip generation rather than other system elements such as transmission lines should be modified during periods of insufficient supply.  It is possible that a Special Protective Scheme (SPS) on the S-Line which shut off generation actually contributed to the event.

In some cases, the CAISO has already begun implementing some of these corrective actions.  At an October 26, 2011 Joint Legislative Hearing in San Diego, Steven Berberich, Chief Executive Officer of CAISO stated that the CAISO had already developed now procedures subsequent to the outage to share more complete information with adjacent balancing authorities when developing system models, to carefully monitor power flow on Path 44, and to quickly increase supply when flow on Path 44 becomes excessive.

2.2.2. Imperial Irrigation District

Protective actions to shut down overloaded power lines in the Imperial Irrigation District (IID) contributing significantly to the event, particularly in the final minutes before the blackout.  The IID is a smaller entity than CAISO, yet due to its interconnection with larger entities can render a significant effect on power flow in adjacent areas. CPSD recommends that IID:

1. Ensure it correctly models all possible contingencies to establish the proper level of import and local generation, particularly on peak usage days, and maintain effective real time analysis tools.

2. Appropriately design, maintain, and operate protective schemes (including settings on protective relays), yet ensure IID does not overly protect parts of its own system to the detriment of the grid as a whole.

3. Share all system parameters, including necessary real time telemetry with adjacent balancing areas. 

4. Examine its policies and procedures to shed load and increase generation during system disturbances.

IID has already increased data sharing and telemetry interchange with the CAISO.  The Western Electric Coordinating Council (WECC) has already directed the IID to perform its own self-assessment to ensure compliance with all WECC and NERC standards. 

2.2.3. Arizona Public Service
In addition to events within the CAISO and IID control areas, two significant events occurred in the Arizona Public Service (APS) control area: first, the initial tripping of the Hassayampa-North Gila line and next, a sequence of protective events between 3:35 PM and 3:36 PM. These events combined to isolate APS from all sources of power except the San Diego connection, and drove load on Path 44 further above limits. Whereas the load on Path 44 appeared to be decreasing prior to the final isolation of the APS system, these “trips” of alternate power supply, along with the impacts of protective action in other balancing areas finally sent the flow on Path 44 over acceptable limits

While the Commission lacks jurisdiction over APS and WECC, CPSD believes that APS should develop policies and procedures to avoid future outages, including:

· Proper training for workers, but more importantly, ensuring that system interlocks are in place to prevent  a single worker or group of workers from disrupting a major power supply line (such as the loss of the Hassayampa-North Gila line by Arizona Power Service.)

· Sharing all relevant information with neighboring balancing authorities, including real time telemetry where possible.

· Properly design protective schemes consider stability of the entire interconnected grid as a whole.
2.2.4. Western Electric Coordinating Council    
WECC, as the reliability group overseeing all bulk grid operations in the Western region, should produce policies and procedures to ensure that:

· The WECC state analyzer possesses the data and capacity to adequately model all grid contingencies.

· All of its member entities comply with WECC and NERC regulations and standards.

· Evaluate its own procedures for timely notification of critical real-time grid status to the balancing authorities, transmission and generation owners, utilities and other member entities.

· Continuously re-evaluate its own standards to determine whether improvement is needed, or if stricter or more detailed standards are necessary, particularly during times of peak demand.  This includes an evaluation of the system for Interconnection Reliability Operating limits on major paths, such as Path 44.

In addition, balancing authorities and other responsible entities should continually evaluate whether further integration of smart grid applications such as synchrophasors, real time analysis tools, advanced information technology application, under-voltage load shedding schemes, increased fast-ramp generation, or redundant transmission lines are necessary and financially viable to prevent events such as this from occurring in the future.  Possible additional use of reclosers on transmission lines should be studied, including the necessary phase angle controls to make such recloser use feasible.  The responsible entities should also evaluate any effect of the current market structure on electric reliability, and possible changes or adjustments during peak demand days. These analyses will become increasingly critical with increased reliance on less reliable and predictable renewable generation.

3. The Southwest Power Outage
3.1. Overview

At approximately 3:38 PM on September 8, 2011, a combination of events culminated in a complete loss of electrical power to 1.5 million customers (4 to 5 million people) in San Diego, parts of Orange and Riverside Counties, and Arizona, and an equal number in Northern Mexico.  
The series of events began at approximately 3:27 PM, when a major power supply line from Arizona to California tripped offline.  This was a significant early contributing event, but certainly not the “cause” of the blackout. The electric system is presumably designed to withstand this loss, termed an “N-1” contingency.

Based on available information, CPSD concludes that incomplete or ineffective power flow models, a lack of urgency, inadequate communication between utilities and balancing authorities and between different balancing authorities, operator error in Arizona, and possibly poorly designed or insufficiently sophisticated protection schemes, along with dependence on imported power for high local San Diego demand, all contributed to this major grid event.

The first identifiable major event in the outage sequence, the loss of the 500 KV Hassayampa-North Gila transmission line, led power to flow on alternate paths in the IID, the San Diego area, Arizona, and Mexico.  The increased current flowing on these paths caused multiple protective actions, which shut off generation, opened transformer banks, and deactivated transmission lines.  Loss of these resources ultimately caused power flow on Path 44 into San Diego from the north to increase to a level above standard operating limits, requiring reduction to reliable levels within thirty minutes per NERC standards.  

When Path 44 current exceeded limits for a preset time period, relays triggered circuit breakers in the San Onofre switchyard to cut off power to the south. It appears that neither WECC nor CAISO directed a response to these conditions with sufficient urgency to prevent the ultimate outcome.  In part, this may be due to inadequate models or inadequate procedures.  WECC should consider designating Interconnection Reliability Operating Limits (IROLs) for this path.  
CPSD notes it is unclear why SCE and SDG&E set the pick-up level for the South of SONGS protective relays at 8,000 amps.  This level appears to be significantly below the emergency thermal ratings for the transmission line conductors.
  

The loss of import power from Path 44 caused under-frequency throughout the San Diego region, tripping all other generation on protective action, but only after the blackout was likely inevitable. In addition, the loss of San Diego load (rather than the loss of supply) safely shut down the SONGS units on turbine over-speed, again, after the blackout had already occurred.

Overloading (excessively high current) in the IID area was a contributing factor throughout the event, as the loss of several IID assets put extra strain on the CAISO system as it supplied power into IID and APS. About five minutes after the initial tripping of the SWPL line in Arizona, it appears IID experienced an under-frequency and under-voltage condition (due to loss of power imports) which triggered its automatic load shedding systems to shed 400 MW of firm load, blacking out the Northern portion of the IID service area.   This protective action likely helped reduce system overloading, but failed to prevent further outages in the region.  
Both SDG&E (CAISO service area) and IID employ under-frequency load shedding programs.  IID has under-voltage protection on its distribution system.  It appears that voltage levels remained basically stable through the SDG&E area, but dipped somewhat in the IID area during the eleven minutes leading up to the grid separation at San Onofre.  IID shed its first load in the Coachella Valley due to under-voltage conditions.
Finally, prior to the separation at SONGS, Remedial Action Scheme (RAS) action on the line connecting SDG&E and IID (S-line) tripped some Mexican generation supplying the Imperial Valley substation immediately prior to the grid separation.  Although this occurred very late in the time period leading up to the blackout, the loss of generation did not help.  

In summary, it does appear that some existing protective actions had begun to reduce power flow on Path 44, and possibly came within seconds of preventing the separation of the intertie between SCE and SDGE at San Onofre.  Unfortunately, other protective actions, such as the tripping of generation connected to the Imperial Valley substation, had the opposite effect.  

Although it remains unclear whether any entity technically violated reliability standards, it appears likely that changes to system procedures and protective schemes, particularly when power flow on Path 44 exceeds 2,500 Megawatts (MW), would likely have prevented the ultimate large scale outage.

Appendix 1 includes a detailed timeline and explanation of the events leading to the outage.

3.2. Balancing Authorities Involved In The Event
This event involved five separate balancing authorities (see Figure 1). 
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Figure 1.  Balancing Authorities Involved in September 8, 2011 Southwest Power Outage
California Independent System Operator (CAISO)
A large non-profit organization, CAISO oversees 80 percent of the California electric grid and annually directs the delivery of 200 billion kilowatt-hours of electricity to 30 million California customers.
  CAISO controls power flow in the Southern California Edison (SCE), Pacific Gas and Electric (PGE), and San Diego Gas and Electric (SDG&E) service areas.
Arizona Power Service (APS)
A utility and balancing authority located in Arizona.  The APS connects to SDG&E at the Imperial Substation and the SCE system at the Devers substation.
Imperial Irrigation District (IID)
Located to the west of SDG&E territory in the Imperial Valley of California, the IID is a community owned utility and balancing authority which connects to the SDG&E through the S-line transmission line at the Imperial Valley and El Centro substations.  The IID also receives imported power from SCE through Northern transmission lines out of Midway and into the Coachella substation.  .

Comision Federal Electricidad (CFE)

The Mexican state owned balancing authority and utility, connects to SDG&E at the Rosita and Tijuana substations.

Western Area Power Administration (WAPA)
WAPA is a power administration and marketing organization within the United States Department of Energy.  The particular region of WAPA involved in this outage, the Lower Colorado region, or WALC, connects to the SCE, APS, and IID systems.

3.3. Major Transmission Lines Involved In The Event
Transmission lines or portions of lines may have identifying numbers or names or may simply be identified by the substation at either end of the line.  As a point of information, a transmission “line” does not equate to a single conductor.  Typically, power is generated and transmitted in three “phases” on three or more conductors depending on the configuration.
  These conductors can be collectively referred to as a transmission line.

At a high level, the southwest electric transmission system which serves Southern California and Arizona consists of a large loop of transmission lines which connect power supply to distribution.  The supply includes two large nuclear generating facilities – the San Onofre Nuclear Generator at San Clemente, California, and the Palo Verde Nuclear Generator at Phoenix, Arizona.  Large transmission lines carry power from the Palo Verde plant north to the Devers substation where it supplies the SCE system.  The Hassayampa substation, located at the Palo Verde Power Plant, supplies the Hassayampa-North Gila 500 KV line which runs from Phoenix west to the North Gila substation.  From the North Gila substation the TL50002 line (part of Path 46) runs to the Imperial Valley substation, and finally the TL50001 line carries power into the Miguel substation.  These three transmission lines are collectively referred to as the Southwest Power Link (SWPL).
A group of transmission lines may be referred to as a transmission “path.”  In addition to Path 46 and the “Southwest Powerlink”, other transmission “paths” in and out of the San Diego area include Path 44 South of SONGS, which runs South from the San Onofre switchyard (where it connects the SDG&E and SCE systems), and Path 45 connecting the United States to Mexico in the South.  For simplicity and clarity, this report refers to the entire path as a unit when appropriate, and the individual transmission line when appropriate.

The IID oversees power delivery in the Imperial Valley, located between the CAISO (SCE and SDG&E), APS, and WAPA balancing areas.  The IID connects to the SDG&E area through the S-line which stretches between the Imperial Valley Substation and the El Centro substation.  The IID also receives imported power from SCE in the north through the Coachella Valley substation along the KN and KS lines.  It connects to the APS system in Yuma, as well as the WAPA system at the Niland substation.  During this outage, many of these interconnections delivering power in and out of the IID area experienced protective actions taking them offline.

See Appendix 2 for a list of major transmission lines involved in the power outage.

3.4. Major Generation Involved In The Event
Aside from the transmission lines and nuclear plants mentioned above, the various balancing areas contain numerous and varied sources of generation, including geothermal plants feeding the Imperial Valley, gas turbines, traditional steam plants, combined cycle plants, wind and solar power and cogeneration facilities.

See Appendix 3 for a list of major generation involved in the event.

3.5. System Restoration
Fifty-five SDG&E employees in its Emergency Operations Center worked through the night September 8 to restore power
.  Restoring a completely de-energized power grid is a delicate process.  Just as in normal operations, the utility and balancing authority must assure supply and load balance in order to avoid additional failures.  Although CFE started some turbines, the restart was not technically a full “blackstart” because some imported power was still available once APS restored power flow to the Hassayampa-North Gila line at approximately 4:10 PM on September 8, 2011.   Although the SONGS generators tripped off-line, power was still available from SCE to the North, once the Path 44 intertie was reenergized at approximately 10:30 PM the evening of September 8.  Local generation could then be started, including peaker plants.  

SDG&E explains its restoration methodology as follow
:

· In restoring its system, SDG&E was able to re-establish its interties, both with APS at North Gila substation and SCE at SONGS substation, utilizing those sources to restore SDG&E area transmission, generation, and area load. 

· From the SCE system, SDG&E was able to build its 230 kV system from the northern part of its system and also provided start-up power to generation internal to SDG&E.

· From the APS system, SDG&E was able to restore its 500 kV system from North Gila to Miguel substations.  As part of that process, SDG&E was also able to re-establish ties to CFE, giving CFE access to additional resources from Arizona.  Once at Miguel, SDG&E built its 230 kV system from the southern part of its system and provided startup power to generation internal to SDG&E.

· SDG&E built both portions of its 230 kV systems to a point where the portions could be tied together.

· As the restoration progressed, SDG&E also energized 138 and 69 kV facilities and system load in coordination with the restoration process. 
California area balancing authorities and utilities restored power to a significant number of customers within four hours
 of the power loss, and to virtually all customers within twelve hours of the blackout.  The average SDG&E customer experienced a 514 minute outage.
3.6. Communications and Emergency Response
To communicate with customers during the blackout, SDG&E relied on social media, including Twitter, and land-line telephones powered by emergency generators
.  SDG&E’s website received over 250,000 hits during the outage.  Cell phone companies also moved emergency generation in place where available and repowered cell towers as soon as SDG&E had partially reenergized

For internal communications, the company utilized satellite phones and texting.  SDG&E checked on its 21,000 customers on life support, deployed some emergency generators and sent employees house-to-house checking on 1,800 vulnerable customers.  SDG&E’s call centers received 52,000 calls during the event.
Following system restoration, SDG&E opened an office to process the several thousand claims it received after the incident, as well as pending class action suits.  Estimates place financial cost of the blackout at nearly $100 million.  When the blackout cut power to several sewage pumps, over two million gallons of sewage spilled into Penasquitos Lagoon and San Diego Bay from two locations, temporarily local closing beaches.
4. Causal Factors
4.1. CAISO Lacked Adequate Information from Neighboring Balancing Authorities.  
To fully predict and model every contingency, balancing authorities need shared access to relevant information, including protective settings, equipment ratings and capacity, and real time metering data from neighboring areas. With demand at peak levels, any loss of supply can lead to critical power shortages and system instability. The ability to accurately identify problems and model contingencies in real time, or in advance of a significant event, could help to mitigate or avoid the cascading series of events that lead to a full-scale system meltdown
.  
Prior to the event, CAISO lacked complete information about the system limits and protective settings in neighboring balancing authorities, particularly facilities at voltages less than 100 KV in the IID.  CAISO also lacked full real-time status information and telemetry of voltage, current, phase and other values from the IID. 

With complete information and real-time data, it is possible that CAISO could have seen developing problems well in advance, and included them in its system models.  For example, CAISO representatives stated that if they had complete visibility into IID’s balancing area, they may possibly have foreseen overloading on the Coachella Valley transformers, and coordinated with WECC and IID to reduce the loading prior to the loss of the Hassayampa-North Gila line
.
CPSD notes that WECC could access somewhat more complete information than CAISO, including information across balancing areas.  Nevertheless, it appears that WECC did not predict the cascading events at the time of the Southwest outage.  Since WECC did not share outage information, CPSD staff lacks full knowledge of the extent of WECC’s visibility into the balancing areas prior to the September 8, 2011 event. 
4.2. CAISO was Unable to Start Peakers or Ramp Sufficient Spinning Reserve Generation.
On the day of the outage, the CAISO elected to use one large Power Plant as one source of spinning reserve generation.  Large steam and combined cycle units ramp more slowly than smaller peaker units, and therefore cannot change output quickly to mitigate a lack of supply. The units at this plant remained at less than one-half capacity for the duration of the event.  Had CAISO dispatched the units closer to full load prior to the event, providing an additional 300 to 400 MW of power, the demand on Path 44 would possibly not have risen sufficiently to trip the protective relays at the San Onofre switchyard.
Under normal circumstances, the CAISO sets unit dispatch levels based on various factors, including market bidding and efficiency calculations. The CAISO can supersede these calculations to assure grid reliability, but as stated earlier, the CAISO did not predict the cascading events of September 8, 2011.

When the flow on Path 44 exceeded the 2,500 MW standard operating limit, CAISO began the process to start 150 MW of fast ramping peakers.  Procedures require CAISO to call scheduling coordinators who then call plant operators to start the units.  These generators never came on line during the eleven minute lead-up to the blackout, possibly partly because of the cumbersome procedure necessary to start the units.  CAISO procedures allow thirty minutes for the CAISO to reduce flow on Path 44.  On September 8, 2011, the allowable thirty minute interval did not reflect the required level of urgency when parameters exceed normal limits.

Given the short time frame between the loss of the Hassayampa-North Gila line, and the separation at San Onofre, it is possible that increased peaking generation alone would not have prevented the blackout, even with a significantly more efficient dispatch process. Even so, the CAISO should consider methods to improve its process for exceptional dispatch of peakers.
4.3. CAISO and SDG&E Were Unable to Strategically Reduce Demand.

The CAISO and SDG&E lacked adequate procedures for a rapid manual load reduction (to shed small pre-determined blocks of load) when the flow on Path 44 exceeded standard operating level.
.  

When one segment of the Southwest Powerlink is out of service, and power flow on Path 44 exceeds 2,500 MW, CAISO procedures require operators to take action to reduce flow to below 2,500 MW within thirty minutes.  CAISO procedures do not allow operators to shed load merely to reduce the flow to below 2,500 MW
.  However, CAISO procedures do allow for emergency manual load shedding “as a last resort to deal with line or facility overloading” and “insufficient capacity (especially sudden onset).”
  Generally, the CAISO will only consider manual load shedding under “Category C” contingencies, which consist of the loss of two major assets, such as a large generator and major transmission path (also known as an N-1-1 contingency).

Typically, the balancing authorities depend on automatic load shedding when the system frequency drops to a certain percentage below nominal.  WECC and NERC developed standards for shedding load when the frequency drops significantly below 60 hertz for a certain number of cycles.
  On September 8, imports on Path 44 kept the frequency above that level.  
While firm load shedding should only be implemented as a last resort
, strategic reduction of small load segments is preferable to large-scale blackouts. CAISO and SDGE should evaluate the need for emergency manual load shedding procedures to mitigate severe overloading on Path 44, particularly when the load approaches the intertie separation limits. WECC may also possess the ability to direct emergency manual load shedding in real-time.

4.4. Path 44 Relay Protection At San Onofre May Have  Been Inappropriately Designed.  
SCE, SDG&E and the CAISO lack an adequate technical justification for sole reliance on the time-overcurrent relay system at San Onofre, which ultimately islanded San Diego from the SCE service area
.  In addition, this protective action is not automatically modeled in CAISO’s Real Time Contingency Analysis system
.  Even if CAISO, SCE and SDG&E determine the relay settings are appropriate, transmission grid operators must always be fully aware of this major protective action, especially if it is imminent.

The grid separation scheme at San Onofre relies entirely on the sum of current flow measurements on the lines comprising Path 44.  Once these measurements exceed set limits, an analog relay energizes (“picks-up”) and begins a timing process that results in grid separation and isolates the San Diego area.  The rationale for this setting is unclear.  

As stated earlier, with one segment of SWPL out-of-service, the non-simultaneous import limit on Path 44 is 2,500 MW
.  If the power flow on Path 44 exceeds this limit, CAISO procedures require operators to take action to reduce the flow to below 2,500 MW within thirty minutes.  A flow of 2,500 MW on this Path equates to a current level of approximately 6,500 amps.  SCE monitors the current on the path. When the total current on all five lines exceeds 8,000 amps for a few seconds, the protective relay will trip all five lines.  The 8,000 amp setting corresponds to a power flow of about 3,100 MW.

SCE explains that it set the relay at 8,000 amps because that current level represents the next available tap setting above the current level which corresponds to the path limit (6,500 amps and 8,000 MW).  That explanation provides no clear rationale as to why exceeding the 2,500 MW limit merely requires reduction within thirty minutes, but exceeding 3,100 MW requires immediate action, including the grid separation to island the San Diego area, within seconds.    

The CAISO, SCE and SDG&E control room transcripts prior to the grid separation reveal that while operators were generally aware of the SONGS separation scheme, they were not aware of the imminent separation during this event, probably because the CAISO does not monitor such an event in its real time contingency analysis. Although CPSD lacks complete information, it appears that the WECC reliability center was also unaware that exceeding the relay threshold would trigger such an event.  

Grid separation schemes may be necessary to maintain electrical stability in the Northern portion of the state.  As stated earlier, the CAISO, SCE and SDG&E should evaluate whether the scheme in place on September 8, 2011 is the best protective scheme for Path 44. There is no requirement in place to use only current measurements or the existing relay. If CAISO, SCE and SDGE decide this is still the appropriate means of protection, they should ensure that separation occurs only when absolutely necessary. 

4.5. Other Contributing Factors 
Other contributing factors to the cascading events include:

· Operator error leading to the loss of the Hassayampa-North Gila line.

· Potentially outdated or unnecessary protective settings or RAS schemes, such as the S-line protection scheme.
 
· Existing reclosing policies and procedures for transmission lines.  
5. Existing Reliability Standards and Policies for the Bulk   Power System
The balancing authorities, utilities, transmission owners and generation owners operate under a collection of Commission, NERC and WECC regulations; CAISO policies, and inter-organizational tariffs.  
5.1. CPUC

The CPUC regulates the safety and reliability of public utilities and independent electrical generators. Commission General Orders and the Public Utility Code generally require these electrical providers to operate and maintain their systems to preserve safety and reliability.

· California Public Utility Code Section 451:

“Every public utility shall furnish and maintain such adequate,


efficient, just, and reasonable service, instrumentalities,


equipment, and facilities, including telephone facilities, as defined


in Section 54.1 of the Civil Code, as are necessary to promote the


safety, health, comfort, and convenience of its patrons, employees, and the public.”
· General Order 166: 
· Ensures that electric utilities prepare for emergencies, and requires utilities to submit emergency plans annually.  

· Requires utilities to report certain incidents, accidents and outages to the Commission within a specific timeframe. 

· Establishes the Customer Average Interruption Duration Index (CAIDI) metric for system restoration time.  The CAIDI is defined as the total number of minutes of service interruption during an event, divided by the total number of customers interrupted by the event.  In other words, the CAIDI represents the average outage time per customer. 
· General Order 167 prescribes regulations for the proper operation and maintenance of power plants, including during emergencies. Portions of this General Order pertain to system restoration following an emergency. 

CPSD makes the following observations:
· SDG&E implemented its emergency plan and restored all power within approximately twelve hours.  SDG&E notified the Commission as required by GO 166. 
· SDG&E’s CAIDI for this outage was 514.06 minutes.
  GO 166 sets anything under a presumptive level of 570 minutes as “reasonable.”

· The CAISO requires emergency peaker plants to achieve full load within ten minutes of dispatch.  Records indicate that the grid separation tripped the generators offline approximately two minutes after they received directions to start
, creating a condition beyond generator control.
With respect to the September 8, 2011 blackout, CPSD recommends no violations at this time.
 However jurisdictional utilities must work with CAISO and WECC to provide correct input and recommendations for improvements related to their systems and practices.  CPSD will monitor any future FERC or NERC investigations of this outage and review any corrective actions by transmission owners or balancing authorities.    

Most importantly, since actions designed to protect the grid may have contributed to causing the outage, the regulated utilities must work with the balancing authorities to ensure that special protective schemes are properly designed.  Finally, during this event, SDG&E never manually shed load, which might have helped prevent the eventual blackout.  The regulated utilities in general and SDG&E in particular must ensure that they develop and implement appropriate procedures for manual load shedding to mitigate system overload and prevent instability.
5.2. NERC and WECC Standards
FERC enforces NERC standards, not the Commission. NERC standards are voluminous, and in this case many may apply.  FERC’S April 2012 report does not appear to cite any violations.  

Many NERC standards require operators to develop outage prevention and mitigation plans, but give the operators a thirty minute window to correct system deficiencies or disturbances.  The sequence of events causing the San Diego blackout all occurred within approximately eleven minutes.

CPSD quotes, summarizes or paraphrases applicable NERC and WECC standards, and provides brief observations, below. 

5.2.1. NERC Top-004-2 Transmission Operations
Purpose: “To ensure that the transmission system is operated so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single Contingency and specified multiple Contingencies. Each Transmission Operate shall operate”:
R.1 …within the Interconnection Reliability Operating Limits (IROLs) and System Operating Limits (SOLs).
R.2 … so that instability, uncontrolled separation, or cascading outages will not occur as a result of the most severe single contingency.
R.3. … to protect against instability, uncontrolled separation, or cascading outages resulting from multiple outages, as specified by its Reliability Coordinator.
R.4  If a Transmission Operator enters an unknown operating state (i.e. any state for which valid operating limits have not been determined), it will be considered to be in an emergency and shall restore operations to respect proven reliable power system limits within 30 minutes.
R.5  Each Transmission Operator shall make every effort to remain connected to the

Interconnection. If the Transmission Operator determines that by remaining

interconnected, it is in imminent danger of violating an IROL or SOL, the Transmission

Operator may take such actions, as it deems necessary, to protect its area.
R.6  Transmission Operators, individually and jointly with other Transmission Operators, shall

develop, maintain, and implement formal policies and procedures to provide for

transmission reliability. These policies and procedures shall address the execution and

coordination of activities that impact inter- and intra-Regional reliability.

CPSD Observation 1: On September 8, 2011, the transmission operators did not prevent the cascading events caused by multiple contingencies. As noted, subsection r4 of the NERC requirements allows thirty minutes to return conditions to reliable limits.
5.2.2. WECC Top-007-1 System Operating Limits
Section B. R.1- When the actual power flow exceeds an SOL for a Transmission path, the Transmission Operators shall take immediate action to reduce the actual power flow across the path such that at no time shall the power flow for the Transmission path exceed the SOL for more than 30 minutes. 
CPSD Observation 2: This standard would apply to the situation where the flow on Path 44 exceeded 2,500 MW.  The CAISO was required to reduce the flow on Path 44 at that time. Again, the rules permit thirty minutes to correct the situation.

5.2.3. NERC EOP-003-1 Load Shedding Plans
Purpose: Requires a Transmission Operator or Balancing Authority to:
R.1  “…shed customer load rather than risk an uncontrolled failure of components or cascading outages of the Interconnection.

R.8 Plan for” operator controlled manual load shedding to respond to real-time emergencies.” 
R.8  “…be capable of implementing the load shedding in a timeframe adequate for responding to the emergency.

CPSD Observation 3: Although it would likely have helped mitigate the situation, neither the CAISO or SDG&E directed manual shed load prior to the San Onofre grid separation. IID shed some load automatically, but not enough to avoid a complete outage in its own area or that of the other balancing authorities. 
5.2.4. NERC Bal-006-2  Inadvertent Interchange
Purpose:  “…defines a process for monitoring Balancing Authorities to ensure that, over the long term, Balancing Authority Areas do not excessively depend on other Balancing Authority Areas in the Interconnection for meeting their demand or Interchange obligations. 

CPSD Observation 4: WECC, CAISO and neighboring Balancing Authorities should revisit operational practices, definitions and intent to achieve appropriate dependence levels. 

5.2.5. NERC PRC-001 System Protection Coordination
Purpose: requires Reliability Coordinator, Transmission Operator, Balancing Authority, and Generator Operator to coordinate system protection. 
· Each entity must “be familiar with the purpose and limitations of protection system schemes applied in its area.” 

· The Transmission Operator shall:

· Notify its Reliability Coordinator and affected Transmission Operators and Balancing Authorities if a protective relay or equipment failure reduces system reliability, and take corrective action as soon as possible. 

· Coordinate all new protective systems and all protective system changes with neighboring Transmission Operators and Balancing Authorities. 

· Coordinate protection systems on major transmission lines and interconnections with neighboring Generator Operators, Transmission Operators, and Balancing Authorities. 

· Notify neighboring Transmission Operators in advance of changes in generation, transmission, load, or operating conditions that could require changes in the other Transmission Operators’ protection systems. 

· A Generator Operator or Transmission Operator shall coordinate changes in generation, transmission, load or operating conditions that could require changes in the Transmission Operator’s protection systems. 

· Each Transmission Operator and Balancing Authority shall monitor the status of each Special Protection System in their area, and shall notify affected Transmission Operators and Balancing Authorities of each change in status. 
CPSD Observation 6: Interviews with CAISO and SDG&E staff
, and control room recordings and transcripts from SDG&E and IID seem to indicate limited communication between these entities and the WECC reliability center during the event.  
5.2.6. NERC Bal-001-0.1a - Real Power Balancing Control Performance 
Purpose: Sets rules to “maintain Interconnection steady-state frequency within defined limits by balancing real power demand and supply in real-time.”
CPSD Observation 7: During the course of this outage, both the IID and CAISO systems experienced under-frequency conditions at some point, although the CAISO control area only experienced significant under-frequency following activation of the SONGS separation scheme. 
5.2.7. NERC PRC-023-1 Transmission Relay Loadability

Purpose: “Protective relay settings shall not limit transmission loadability; not interfere with

system operators’ ability to take remedial action to protect system reliability and; be set to

reliably detect all fault conditions and protect the electrical network from these faults.”
CPSD Observation 8: In some cases it is possible relays were set too conservatively, limiting transmission loadability.

Appendix 1 - Event Timeline and Description
The most significant abnormal operating condition during this blackout was current overload on the Path 44 transmission line South of SONGS, which separated the SDG&E system.  Thus, the CPSD timeline focuses on the multiple events following the loss of the Hassaympa-North Gila transmission line, and their cumulative effect on power flow and associated current flow on Path 44.  Each time local generation drops off or power flow out of San Diego into IID or Mexico increases, power flow on Path 44 increases to make up the difference and balance supply with demand in the San Diego area. 

CAISO and SDG&E provided CPSD with the initial timeline table and system schematic.
  CPSD then verified and modified the timeline and schematic information based on data request responses, which included equipment information, system studies, CAISO and transmission owner control room recordings and transcripts, data from logbooks, responses to interrogatory questions and various electric management systems and telemetry measurements provided by the participants in the FERC investigation.
 

Because the time data cited in the table below originates from various sources, including logbooks, all entries are not necessarily synchronized to any standard time, which means that some times may not be precise.  Also, note that some events in the sequence below overlap.  For example, event 21 covers 25 seconds, as the time over-current relay at SONGS times out.  Events 19 and 20 apparently occur during this 25 second period.  The table does not include power values for every time period.
The timeline references attached one-line “Flow Diagrams” (Figures 2 to 9).  In the diagrams, the red lines represent 500 KV, the blue lines 230 KV, and the green lines 161 KV transmission lines, respectively. 
Table 1: Sequence of Events TA \l "Table 1: Sequence of Events" \s "Table 1: Sequence of Events" \c 1 
	Event Number
	BA
	Time
	Event Description
	Power Flow On Path 44 (MW)

	FLOW DIAGRAM 1 –PRECONTINGENCY FLOWS

	1
	APS
	15:27:55
	Hassayampa-North Gila line trips
	2321

	FLOW DIAGRAM 2 – HASSAYAMPA-NORTH GILA LINE TRIPS

	2
	CFE
	15:27:59
	CFE Combined Cycle Unit LAROA1 gas turbine trips 
	------

	FLOW DIAGRAM 3 – CFE UNIT TRIPS

	3
	IID
	15:28:00
	Coachella Valley Transformers trip in IID
	------

	FLOW DIAGRAM 4 – COACHELLA VALLEY TRANSFORMERS TRIP

	4
	CAISO, CFE
	15:28:15
	Flow south to Mexico on Path 45 increases
	2438

	5
	IID, CAISO
	15:28:24
	S-line flow from SDG&E into IID increases, flow on Path 44 exceeds 2,500 MW 
	2616

	6
	CFE
	15:30:00
	CFE requests assistance of 158 MW
	------

	7
	CAISO
	15:31:26
	SDG&E calls CAISO to notify of excess flow on Path 44. ISO says it will start Generation
	------

	8
	IID
	15:32:00
	Ramon Transformers Trip
	-----

	9
	CAISO, CFE
	15:32:14
	Flow out of San Diego south on Path 45 increases again
	2653

	10
	CAISO, IID
	15:32:15 to 15:32:19
	110 MW of generation trips on Protective Action in IID, Flow into IID increases on S-line 
	------

	FLOW DIAGRAM 5 - IID GENERATION AND TRANSMISSION TRIPS

	11
	IID
	15:33:00
	IID sheds 400 MW firm load
	------

	12
	APS
	15:33:44
	APS Unit trips
	------

	13
	CAISO, IID
	15:31:41 to 15:35:00
	Flow on S-line out of San Diego climbs to a peak, and then decreases slightly, affecting flow on Path 44 to keep supply adequate.
	2959 at 15:32:41 

	14
	CAISO
	15:35:00 to 15:36:00
	CAISO log shows CAISO called SCs to start approximately 200 MW peakers. Generation never starts.  Larkspur logs show fuel valves open for start at 15:38 but units trip.
	------

	15
	WAPA/ APS
	15:35:40
	161/69KV transformers (75 MVA each) in Yuma trip on time overcurrent
	------

	16
	IID/APS
	15:36:40
	Two APS to IID supply lines into Yuma lost when transformers trip offline.  Only real source of Power into Yuma is now from San Diego, stressing Path 44 beyond limits
	3006

	FLOW DIAGRAM 6 – IID to APS TRANSMISSION TRIPS

	17
	CFE
	15:37:47
	Mexicali Unit trips (18 MW)
	-----

	18
	CAISO (SDG&E/SCE)
	15:37:55 to 15:37:57
	San Onofre Path 44 current measurement climbs from 7500 to nearly 8,000 amps, “pick-up” point for protective relay at San Onofre.
	-----

	19
	IID/CAISO/MWD/FPL
	15:37:56
	RAS trips Blythe generation on overload of Mirage-J-Hinds.  Loss of 210 MW
	-----

	20
	CFE/IID
	15:37:58
	Two La Rosita Units trip on RAS action
	-----

	21
	IID/CAISO (SDG&E)
	15:38:02
	S line into IID trip
	3,454

	FLOW DIAGRAM 7 - LAST APS-IID TRANSMISSION AND S-LINE TRIP

	22
	
	15:37:57 to 15:38:21
	Relay at San Onofre senses high current over 8,000 AMPs. Relay picks up, and after 25 second delay removes major source of power from San Diego area. Blackout inevitable at this point.
	8,000 AMPS corresponds to 3,100 MW

	FLOW DIAGRAM 8 – SAN ONOFRE RELAY TRIPS AND TIMES OUT

	23
	CAISO (SDG&E)
	15:38:38 
	San Diego Local Generation taken offline by automatic system under-frequency protection
	-----

	FLOW DIAGRAM 9 – LACK OF RESOURCES CAUSES UNDER-FREQUENCY

	24
	CAISO (SCE/SDG&E)
	15:45:00
	SONGS Units 1 and 2 taken offline by automatic turbine over-speed protection 
	-----

	25
	APS
	16:10:00
	APS restores Hassayampa-North Gila Line


	-----

	26
	CAISO (SDG&E)
	N/A
	San Diego Power Fully Restored


	-----


Figure 2: Pre-contingency Flows 
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Figure 3: Hassayampa-N. Gila Line Trips 
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Figure 4: CFE Unit Trips 
[image: image4.emf]
Figure 5: Coachella Valley Transformer  
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Figure 5: IID Generation and Transmission 
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Figure 6: APS Transmission Trips 
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Figure 7: Last IID, APS and S-Line Transmission Trips
[image: image8.emf]
Figure 8: San OnofreTOC Relay Trips
[image: image9.emf]
Figure 9: Blackout 
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Pre-contingency Power Supply, Demand and Other Factors
CAISO Control Area (SDG&E and SCE)
CAISO’s 2011 Local Capacity Technical Analysis indicates a total of 3,227 MW of non-renewable local market generation in the San Diego area. Prior to the outage CAISO had dispatched around 1,800 MW of this capacity.
  
    SDG&E System

SDG&E’s day-ahead load studies forecast peak load of 4,045 MW in the San Diego area for September 8, 2011. SDGE later updated the forecasts to 4,400 MW making this a high demand day in the San Diego region (highest recorded demand was 4,687 MW on September 27, 2010).  IID reported that temperatures reached 115 degrees, with heavy flow in from the North
.  Clearly, demand on September 8, 2011 was high throughout the affected area.  

Records show that the CAISO dispatched most local generating plants to near maximum output, for a total of around 1,800 MW. Mexican power plants were providing approximately 420 MW of power.  Imports to the San Diego area measured approximately 1200 MW from Path 44, and 1,300 MW from the Southwest Power Link out of the North Gila substation in Arizona.  SDG&E reports that at the time the Hassayampa-North Gila 500 KV line shut down, imports totaled 2,561 MW.  SDG&E’s total peak import capability is 2,850 MW.  These levels of reserve, as well as the mix of import and local supply do not appear to violate any standards or tariff agreements.  SDG&E submitted this day-ahead plan to CAISO.

In recorded telephone calls early in the day to CAISO, a SDG&E control room operator expressed trepidation about the excessive dependence on imports. The operators requested that CAISO increase the output of some spinning units, then operating at near minimum levels: around 150 MW out of a total available 1,166 MW capacity.  These units remained at low output levels throughout the outage.
As recommended earlier in this report, although this mix of generation and import does not appear to violate any existing standards or protocols, CPSD recommends that all responsible entities should conduct a careful evaluation of local generation dispatch protocols under various system conditions.  

 SCE System
Following the loss of the Hassayampa-North Gila transmission line, grid elements in SCE’s southern-most area and further north began experiencing voltage fluctuations and loading outside of standard operating limits.  For example, at one point SCE used static VARS compensators when voltage began to drop as measured by the Devers phase measurement unit (PMU).  SCE control room transcripts indicate that SCE operators forced capacitors online (in some cases calling for “maximum VARS”), first following the initial capacitor bypass on the Hassayampa-North Gila line, and again following the loss of the line. 

At some point Path 26, the California Oregon Intertie, and transmission lines south of Lugo may have also operated outside of standard limits, but SCE operators maintained stability in the SCE area.  

Imperial Irrigation District Control Area

The day ahead forecast for the Imperial Irrigation District predicted temperatures approaching 115 degrees, and demand of 860 MW.  One local 75 MW steam generator was out of service due to a problem with its cooling tower.  It appears that, as with CAISO, the IID relied heavily on imported power from the North, through the Coachella Valley substation (including significant geothermal capacity), and from the South, through the El Centro substation.  IID can also call on a number of peaking plants in the event of loss of resources.

Other Balancing Areas

CPSD lacks complete information on pre-contingency conditions in the CFE or APS balancing areas.  However, available information indicates a 75 MW steam generator was offline in the APS area, and the Hassayampa-North Gila transmission line had auto-bypassed the series capacitors. 

Timeline Narrative
1. Hassayampa-N.Gila line trips
At 3:27:55 PM, the 500 KV transmission line between the Hassayampa and North Gila substations in Arizona tripped out-of-service, resulting in the loss of 1,370 MW of import power into the San Diego region. .  To compensate the flow from Path 44 increased to almost immediately to 2,321 MW.  

Although Arizona Power Service, the transmission owner, did not initially share complete information with CPSD, later media reports indicated that the line went out because an Arizona utility worker performed steps out of sequence as he or she attempted to return a series capacitor to service.  

As explained earlier, electric transmission requires both real power and reactive power.  Transmission lines that deliver power over long distances require additional reactive power.  Most electric load drains reactive power from the grid.  Capacitors, in effect, supplement or supply reactive power.  As power demand varies, transmission operators switch capacitors in and out of transmission lines.  When the utility does not need capacitor, it routes electricity around it, to “bypasses” the capacitor.  In some cases, sensing devices may automatically bypass the capacitor. 

APS did not directly provide CPSD with information regarding this incident. CPSD suspected that the series capacitor at Hassayampa substation employed an “auto-bypass,” and was in bypass mode before the initiating event. The line may have tripped as the operator, anticipating increased afternoon load, attempted to perform work on the capacitor, or to take the capacitor off bypass.  To work on a capacitor, operators first parallel the capacitor to the transmission line to eliminate the voltage drop across disconnecting switches.  Most likely, the APS operator opened the capacitor disconnects before performing this step, effectively opening the switches under load.
   

The loss of the Hassayampa-North Gila line represents an “N-1” contingency, which the grid should withstand.  In fact, this particular potential loss is identified in several CAISO power flow models. 

After a power supply line trips out of service, the operator must return it to operation.  Some power lines utilize automatic “reclosers.”  When such a power line is de-energized due to protective action, the reclosers will automatically attempt to re-energize the line after a set time delay.  The lines on the Southwest Power Link do not utilize automatic recloser devices.  To reconnect or reclose the transmission line after a trip, either manually or automatically, the transmission operators must keep the phase angle between the two disconnected sections of transmission line within limits. 

2. CFE Loses a Power Plant  

Shortly after loss of the Hassayampa –North Gila line, the Mexican Combined Cycle Unit LAROA1 gas turbine tripped offline. Initial reports from SDG&E and CAISO indicated this was an equipment malfunction.  However, the FERC April 2012 report indicates the generator tripped on transients, which contradicts the earlier report. 

3. Coachella Valley Transformers Trip in IID  

Both SWPL and the CFE plant were supplying imported megawatts to IID from the south. After IID lost those sources of power, the flow increased significantly along two transmission lines in the North of IID (KN and KS lines), and through the Coachella Valley transformers.  

Transformers modify the voltage and current levels of electricity.  In this case, the transformers stepped down the 230 KV on the primary side to 92 KV on the secondary side. Appropriately, these particular transformers are known as 230KV/92KV transformers. In the event of excessive current on either side of the transformer, circuit breakers disconnect the transformer from the system. IID’s WECC disturbance report indicates that relays detected high current ton the primary side of the Coachella Valley transformers, and signaled the high side circuit breakers to trip the transformers off-line. 

When these transformer banks tripped, IID was isolated from over 300 MW of geothermal generation from SCE’s Dever’s substation.  

CPSD believes this was a significant loss.  In a response to a FERC data request, IID indicated that day-ahead and RTCA analyses for September 8 showed potential overloading of the Ramon Transformers as a potential consequence of the loss of the Coachella Valley transformer banks.
  

Following the loss of the Coachella Valley transformers, power flow from SDG&E into the IID area increased to compensate for the loss of the power through the Coachella Valley transformers in the north.  This increased flow on Path 44.  
4. Power flow increases  on Path 45  south to Mexico 

To compensate for power lost when generation tripped offline in Mexico; the CAISO region began transmitting power to the CFE region to fulfill a reciprocity agreement among the balancing authorities.  This outflow increased the flow on Path 44.

5. Flow on Path 44 exceeds 2,500 MW 

After IID’s Coachella Valley transformers tripped off-line, cutting off flow from the north into ID, flow reversed on the S-line, which connects IID to SDG&E.  Now, instead of power flowing from IID to San Diego, power began flowing out of San Diego into IID.

By this time, the cumulative effect of the loss of the Southwest Power link imports, along with increased flow out of the San Diego area into Mexico, IID, and APS, brought the level of power flow in on Path 44 to over 2,500 MW.  Technically, this represents operation outside of normal limits and triggers an immediate response by CAISO to reduce the flow within thirty minutes.
  Several significant N-1 contingencies modeled by CAISO include this benchmark.  For example, existing models anticipate the loss of the Hassayampa-North Gila line along with another major contingency (such as loss of the Otay Mesa power plant) and flow on Path 44 over 2,500 MW.  Although the San Diego area did not experience what would typically be considered the loss of two significant losses (N-2 contingency), the cumulative effect of one large import loss and multiple other losses pushed Path 44 beyond the 2,500 MW benchmark.

6. CFE requests assistance of 158 MW

Power flow from SDG&E into the CFE area again increased.  In conjunction with NERC and WECC reserve requirements, and as part of agreements between adjacent balancing authorities, power is often shipped across balancing authority boundaries when requested.  In this case, this extra flow south into Mexico added to the loading on Path 44.

7. SDG&E notifies CAISO of excess flow on Path 44. 

When the southward flow on Path 44 exceeded 2,500 MW, SDG&E operators called the CAISO control room to ask whether CAISO would increase generation to bring the load on these lines in normal operating range (as discussed in item 5 above).  The CAISO operator indicated he would start some generation, presumably peaker plants in the San Diego area, which can often ramp to full load within 10 minutes of dispatch.

8. Ramon Transformers Trip

The Ramon transformers (230 KV/92KV) tripped offline due to excessive current on the secondary (low voltage) side, which triggered another protective over-current relay action. 

9. Flow out of San Diego south on Path 45 increases again 

The cumulative combined flows out of CAISO (San Diego) into Mexico, Arizona and the Imperial Valley added to the load on Path 44. 

10. 110 MW of generation trips on Protective Action in IID, Flow into IID increases on S-line

Approximately 15 to 19 seconds following the loss of the Ramon transformers, three generators in the IID service area tripped offline.  These generators include a 46 MW Colmac Generating plant, the 20 MW Coachella Valley 4 gas turbine, and the 46 MW Niland gas turbine.  The Niland plant tripped due to loss of its internal 480 VAC system, and the Colmac and Coachella Valley plants tripped due to current overloading.  CPSD assumes these were related to loss of the Ramon transformers and general overloading of the system. 

IID’s Day Ahead Plan calls for IID to start two or more Coachella Valley gas engines to mitigate the loss of the Coachella Valley transformers, but it is unclear whether these units ever came online.  At least one 20 MW engine was already online, but tripped during this event.

Regardless, loss of IID generation increased flow on the S-line from San Diego by 200 MW, putting further strain on Path 44.   

11. IID sheds 400 MW of firm load

It appears that power flow into IID from the southern S-line was insufficient to compensate for the loss of the transformer banks and generators in the northern area of IID.  The subsequent imbalance between supply and load in the Coachella Valley caused both frequency and voltage to sag in the region. As a result, IID’s automated under-voltage protection shed 400 MW of firm load, blacking out the northern section of the IID service area.  This protective scheme apparently worked as intended, as this partial blackout, although undesirable, is preferable to a full or cascading blackout.  Unfortunately, this protective action was insufficient to isolate the outage to the IID region.   

12. APS Unit trips

CPSD lacks information from the APS service area, however at 15:33:44 a 51 MW APS generator tripped offline.  Loss of the generator increased flow out of IID, San Diego (CAISO) and WAPA into APS. 

13. Flow on S-line out of San Diego climbs to a peak, and then decreases slightly, affecting flow on Path 44.

After rising to nearly 3,000 MW, the flow on Path 44 decreased temporarily, possibly due to the load shed in the IID area.

14. CAISO log indicates that it  called on approximately 180 MW from multiple peakers.  Plants  never start.

CAISO and other balancing authorities rely on fast-starting gas engines (peakers), strategically located throughout the grid, to rapidly increase generation when needed.  During this outage CAISO attempted to start the Kearney and Larkspur peakers.  Most peakers can start and begin producing power quickly, with many capable of starting and reaching full output within ten minutes of dispatch.  However, delays can prevent them from achieving rapid deployment.  If it needs to dispatch peakers outside the normal dispatch protocol (exceptional dispatch), the CAISO must first telephone a scheduling coordinator, which then directs the generation owner to start the generator.

During the September 8, 2011 event, the CAISO was unable to start any peakers, or ramp any larger units.
15. 161/69KV transformers (75 MVA each) in Yuma trip.

These transformers overloaded due to excessive current demand.  When tripped, they cut off a power supply into Yuma from WAPA and APS in the north.  This, in turn, increased power flow out of CAISO into Arizona to balance supply and demand.
16. APS loses two supply lines into Yuma when transformers trip offline. Yuma’s only real source of power is San Diego system, stressing Path 44 beyond limits.

At 15:36:40 another 161 kV supply line into Yuma tripped due to overload.  When this happened, the flow into Arizona from CAISO on the TL50002 line increased to 324 MW, and the only source for this was the Path 44, which increased to over 3,000 MW. At this point, the current associated with this power level is approaching the level necessary to initiate protective action at San Onofre.

17. Mexicali Unit trips (18 MW)

At 15:37:47 the Mexicali #2 generator tripped offline.  Because this generator is in the Mexican CFE territory, CPSD lacks data to assess the exact reason for the trip.  The loss is small, just 18 MW, but places additional demand on Path 44.
18. San Onofre Path 44 current measurement climbs from 7,500 amps to nearly 8,000 amps, the “pick-up” point for protective relay at San Onofre.

Current measurements on Path 44 show current at 7500 amps at 15:37:55, and 7,750 amps at 15:37:57.  It is at approximately this time that the still rising current passes the 8,000 amp relay set point at San Onofre.
19. Blythe generation trips due to on overload of Mirage-J. Hinds.  Loss of 210 MW.

A CAISO Remedial Action Scheme (RAS) tripped the Mirage to J. Hinds path, which then tripped the Blythe Energy Center, a loss of 210 MW of generation into WAPA.  CPSD cannot tell if these incidents had any significant effect on flow on Path 44.
20. Two La Rosita Units trip on RAS action 

Two La Rosita generators feed the S-line into IID.  The S-line is protected by a CAISO Remedial Action Scheme (RAS).  When the load flowing on the S-line is between 259 MW and 289 MW, a signal trips the Mexican generators one by one until the load is reduced below 259 MW.  If the flow on the S-line exceeds 289 MW for 4 seconds, a signal will trip the S-line.  It is possible that loss of  the generators at La Rosita put added strain on Path 44 before the “S” line tripped, keeping it slightly above the 8,000 amp set point, allowing the relay to time out, separate the grid, and cause the massive outage in San Diego.

21. S- Line into IID trips

At this point, flow from San Diego into IID on the S-line was over 280 MW. A Special Protective Scheme (SPS) isolated the Imperial Valley substation from the S-line, which then tripped due to under-frequency.  Although flow in the APS area remained high, load on Path 44 decreased as flow into IID decreased.  

When the S-Line tripped, IID shed another 503 MW of load, effectively blacking out the entire Imperial Valley region a few seconds before the full scale blackout of the Southwest region.  This reduced load on Path 44, but not sufficiently to prevent the protective separation of the SDG&E-SCE intertie.
22. Relay at San Onofre separates Path 44 at the SONGS switchyard.  

To protect the five South of SONGS transmission lines from damage due to overloading, SCE uses Westinghouse CO-6 time over-current relays.  These relays activate protective circuit breakers which de-energize the two Talega, and three San Luis Rey 230 KV transmission lines that comprise Path 44.  Prior to the protective actions on the S-Line (items 20 and 21), when current passed 8,000 amps at San Onofre, the over-currents relay at San Onofre “picked up” (activated) and began timing out (see item 18).

To measure current on transmission lines, SCE attaches a current transformer (CT) to the line.  The primary (input) side of the CT connects to the transmission line. The secondary (output) side of the CT produces a much smaller output current proportional to the actual current flowing through the transmission line.  The output side of a CT (or the combined outputs of multiple CTs) typically connects to relays or metering devices.  

On Path 44, SCE employs five CTs, one on each of the five transmission lines comprising the path.  It then sums the current output from all five CTs.  The resultant summed current is input to three redundant relays. A summed total current input of 8,000 amps on all five transmission lines corresponds to a summed output of 10 amps to each of the three relays. 

If a relay detects the 10 amp total secondary current, it activates a small magnetic disc, which turns for a preset period of time and opens the circuit breaker to de-energize the path.  For Path 44, any of the three redundant relays can trigger six circuit breakers to open.  Five of the circuit breakers de-energize the five transmission lines to the South. The sixth breaker separates the “SCE” side of the San Onofre switchyard bus from the “SDG&E” side of the bus.  

Technicians set various parameters on the relay, which determine the time delay before the relay activates the circuit breaker and de-energizes the line.
  On September 8, 2011, once the line current passed the pre-set 8,000 amp level, the relay activated. After a 25 second delay, the circuit breaker de-energized all the lines which constitute Path 44, South of SONGS.  The 8,000 amp level corresponds to about 3,100 MW power flow on Path 44.

FERC data requests indicate that SCE set the 8,000 amp pick-up point based on available taps after a 1997 agreement with SDG&E to increase the current limit on Path 44 to 6,850 amps.
  The 2,500 MW limit on Path 44 conforms to a current flow of approximately 6,500 amps.  A 6,850 amp limit would be approximately five percent above this current level.  SCE selected the 8,000 amp tap setting because it was the lowest available tap setting on the existing relay above this 6,850 amp level. This level is below the emergency rating on the lines South of SONGS which the relays protect, and the technical justification for this setting is unclear. 

Once the primary side total current on these lines passed the 8,000 amp mark, sufficient current reduction on Path 44 could still stop the turning disk and avoid the circuit breaker activation. However, although the current fell just after the relay disk activated, it did not fall quickly enough during the 25 second delay period to avoid the de-energization.

Metering records indicate that while the relay was timing out the current climbed to a peak of 9,660 amps at 15:37:59, and dropped to 8,230 amps by 15:38:07.  This was not enough of a drop to stop the relay from timing out and resetting.  However, it appears current reductions on the line possibly came within seconds of avoiding the relay action which caused the outage.
CAISO includes the 2,500 MW Path 44 standard operating limit in its procedures and real time contingency analysis.  With the Hassayampa-North Gila line out of service, when the load flow exceeds 2,500 MW CAISO will attempt to take steps to reduce the flow within thirty minutes.  However, ISO does not consider the 3,100 MW level in its procedures or model it in its real time contingency analysis.  Response when the power flow approaches the 3,100 MW level is possibly more critical than response at 2,500 MW,  because at 2,500 MW it is possible that the grid will remain in a stable state, but at 3,100 MW the intertie at SONGS will open, causing significant problems.  
23. San Diego local generation taken offline by automatic system under-frequency protection.

After the loss of power from the north, the San Diego, APS, and CFE areas experienced large scale system under-frequency conditions, tripping all remaining local generation and load.
24. SONGS Units 1 and 2 taken offline by automatic turbine over-speed protection.

To detect excessive speed or vibration which can damage blades and other critical components, steam turbines utilize speed and vibration monitors.  Excessive speed fluctuations can trigger alarms, which in turn shut off steam to the turbines and allow them to slow down naturally.  After the SCE and SDG&E systems separated at the San Onofre switchyard, the load on the steam turbines at SONGS changed dramatically.  Sudden changes to supply or demand can trigger spikes or transients in frequency or power flow.  These spikes, or transients, are coupled to the turbine through the generator, which is attached to the turbine.  As a result of these spikes, the turbine may experience oscillations, excessive speed, or vibration.  In this case, the turbine speed governor detected these spikes and shut the turbine down, releasing the steam.

When the steam no longer has a path to circulate, the steam reactors must also shut down.  Immediately following the “turbine trip”, the reactors at SONGS also tripped, as designed.  In turn, the nuclear reaction which heats the water for steam must be slowed, using control rods.  In this case, it appears all protective functions at SONGS operated safely, and as designed.
  
25.  APS restores Hassayampa-North Gila Line

Control room calls and SCADA records show that the transmission operators restored the Hassayampa-North Gila line at approximately 4:10 PM.
26. San Diego power fully restored

Records indicate San Diego restored all lost customers by approximately 3:25 AM on September 9, 2011.  Restoration is a delicate process, as the utilities carefully start generators and energize circuits and substations ensuring that supply and load balance to avoid tripping of assets during the restoration.  Imported transmission and peaker plants provide the first available power.  Other local generation may take up to twenty hours to reach full load.  Nuclear generation often requires a day or two to restore. 

Appendix 2 - Major Transmission
CAISO and APS Areas
· Hassayampa-North Gila (500KV)

· Imperial Valley-North Gila (500 kV)

· Imperial Valley-Miguel (500 kV)

· 23002 (230 kV)

· 23006 (230 kV)

· 23007 (230 kV)

· 23010 (230 kV)

· 23052 (230 kV)

· 23040 (230 kV)

· 23050 (230 kV)

· 23045 (230 kV)

· 23046 (230 kV)

· Pilot Knob-Yucca (161 kV)

· Yucca Transformers (All 161/69 kV)

· Gila – North Gila (161 KV)

Imperial Irrigation District Areas
In addition to several 92 KV transmission lines, the following lines and equipment:

· El Centro-Imperial Valley (S Line) (230 kV)

· El Centro-Pilot Knob (A line) (161 kV)

· El Centro-Niland (M line) (161 kV)

· Coachella Valley to Niland (N line) (161 kV)

· Mirage-Ramon (230 kV)

· Ramon-Coachella Valley (KS) (230 kV)

· Coachella Valley-Midway (2 lines, KN & KS) (230 kV)

· Midway-Highline (2 lines, KN & KS) (230 kV)

· Blythe-Niland (F line) (161 kV)

· Knob-Pilot Knob (161 kV)

· Pilot Knob-Yucca (AX line) (161 kV)

· El Centro Transformers (All with 230 kV high side)

· Ramon Transformers (All with 230 kV high side)

· Coachella Valley Transformers (All 230/92 kV)

· Yucca Transformers (All 161/69 kV)

· Devers-Coachella Valley (KN) (230 kV)

Appendix 3: Major Generation Involved In the Event
Total local generation which tripped offline during the event was 2,229 MW.  This included 1,809 MW of internal SDG&E generation, and 420 MW, connected at the Imperial Valley substation, primarily from IID generation.

The following table lists major generation in SD area:
Table 2: Generation Capacity, Location, and Dispatch Levels TA \l "Table 2: Generation Capacity, Location, and Dispatch Levels" \s "Table 2: Generation Capacity, Location, and Dispatch Levels" \c 1 
	Generator
	Balancing Area
	Capacity
	Local SD generation?

	SONGS 2
	CAISO
	1000
	Yes (1/2 output counts toward local generation)

	SONGS 3
	CAISO
	1000
	Yes (1/2 output counts toward local generation)

	Otay Mesa
	CAISO
	540
	Yes

	Palomar Energy Center
	CAISO
	540
	Yes

	Encina Unit 1
	CAISO
	106
	Yes

	Encina Unit 2
	CAISO
	103
	Yes

	Encina Unit 3
	CAISO
	109
	Yes

	Encina Unit 4
	CAISO
	299
	Yes

	Encina Unit 5
	CAISO
	529
	Yes

	Larkspur 1
	CAISO
	50
	Yes

	Larkspur 2
	CAISO
	50
	Yes

	Miramar 1
	CAISO
	50
	Yes

	Miramar 2
	CAISO
	50
	Yes

	Kearny (total)
	CAISO
	253
	Yes

	Imperial Valley Generation
	IID
	N/A
	N/A


Appendix 4: State, Regional and Federal Entities
Federal Energy Regulatory Commission (FERC)

The FERC is the United States government agency with jurisdiction over multiple areas of energy policy, including transmission, merchant generation, and balancing authorities.  The Energy Policy Act of 2005 gave FERC expanded enforcement authority over electric reliability.  

North American Electric Reliability Corporation (NERC)

NERC started as a voluntary organization (NAERO) of electrical corporations.  The Energy Policy Act of 2005 directed the FERC to select an organization to develop standards and enforcement protocols for reliability of the bulk electric system
.  In 2006, FERC selected NERC for that function.  FERC must approve developed by NERC.  To date, FERC has approved 83 of NERCs initial 102 standards.  The standards undergo constant review.

Western Electricity Coordinating Council (WECC)

The WECC is the regional entity responsible for coordinating reliability on the Western interconnection of the bulk power systems, which includes all or part of the transmission and generation systems in fourteen states, northern Mexico and Alberta and British Columbia in Canada.  WECC derives its authority from a delegation agreement with NERC and operates under NERC standards and guidelines.  WECC promulgates its own guidelines to its member organizations, including all the entities involved in the Southwest Power Outage. 

The WECC maintains two reliability centers (RCs), in Washington and Colorado, respectively.  Operators in the RCs oversee real time power flow on the bulk power system in real time.  WECC’s state analyzer runs simulations of nearly 6,000 possible contingencies every five minutes using real time data gathered from the grid.

California Public Utilities Commission (CPUC)

The CPUC enforces California State regulations and General Orders governing the design, construction and maintenance of electric distribution and transmission equipment, and the maintenance and operation of most generating facilities.  The CPUC develops and enforces resource adequacy (RA) requirements which require load serving entities, mostly utilities, to present plans which indicate they procure sufficient power resources and reserves to meet forecasted demand.   

Transmission System 

The transmission system delivers large amounts of electricity from generators to distribution systems at high voltages over large distances.  
Most transmission lines operate at voltages above 60 KV.  Transmission systems are split into backbone transmission lines, typically at higher voltages such as 138 KV, 230 KV and 500 KV, and local transmission lines, typically at lower voltages such as 69 KV.
The amount of power transmitted on a transmission line is a factor of the product of the voltage and current on the line.  Lower voltage transmission lines require more current to transmit the same amount of power.  The transmission lines in the CAISO area involved in this event were generally 161 KV or higher.  A number of transmission lines in the IID measured 92 KV.
In the case of the Southwest Outage, many of the significant power lines exceeded 230 KV, and could reasonably be labeled as part of the bulk system, regulated by FERC.

Electric Generation Owners and Operators

Electric generation includes nuclear, gas, renewable, and cogeneration resources.  As part of the bulk power system, most generators are subject to NERC reliability standards.   Generators are owned and operated by utilities and private wholesale generators.

System operators dispatch newer, more efficient combined-cycle plants ahead of older fossil plants.  In addition to the power capacity and efficiency, a system operator considers how quickly a generator can start and increase, or “ramp” its generation to meet demand.  Old steam plants generally ramp slowly, around two MWs per minute, whereas small (under 50 MW) “peaker” units
 are often required to start and ramp to full load as within 10 minutes.  For this reason, peaker units are an important line of defense in the event of power shortages.
A plant’s interconnection “location” on the grid is also important. In some cases power flow may exceed line limits, which renders it impractical or impossible to utilize power sources located on particular lines or in particular areas. This problem is termed “congestion.”  Utilities and other responsible entities model the potential for congestion when determining adequate power supply.

Utilities may own generation, and may purchase all or part of an independent generator’s power.  Utilities may also buy power on the energy market.  The sale and purchase of generation often passes through financial entities called Scheduling Coordinators (SCs), which operate as energy marketers, traders and managers. System operators prefer this approach, as it streamlines how power is bought and scheduled. An unfortunate aspect of the approach is that often the balancing authority must call the SC first, and in turn, the SC calls the generator to dispatch power, which can lead to delays.  

Balancing Authority (BA)

To maintain stability, power supply on the grid must equal power demand.  Electric power is comprised of real power, which performs work and is measured in MWs, and reactive power, which supports the grid and is measured in MVARs.  Balancing authorities, such as the California Independent System Operator, function to maintain the balance of both real and reactive power flow on the electric grid.  Insufficient real power flow to meet demand can cause under-frequency conditions, and insufficient reactive power flow to meet reactive demand can cause under-voltage conditions. Both under-voltage and under-frequency can cause grid instability and collapse.
To balance real power, the BA can increase generation or curtail (shed) load.  Shedding load involves deactivating circuits and cutting off the power to a number of customers; therefore it is not a preferred course of action unless absolutely necessary.  Some customers receive discounted electric rates in return for their agreement to be the first customers cut off in an emergency.  The amount of load subject to this voluntary arrangement is termed “interruptible” load, whereas all other load is termed “firm” load.

To balance reactive power, the BA can modify characteristics of the transmission system by switching in electrical components such as capacitors or reactors (coils.) Power producers can modify the power factor of the output by varying the excitation current on the generator.

Balancing authorities perform simulation studies and plan ahead to ensure they have sufficient resources to meet their needs.   The BAs are regulated by FERC-enforced NERC and WECC policies.
Electric utilities also manipulate real and reactive power flow, voltage and frequency through switching devices, transformers (often with automatic tap changers), and various reactive devices such as reactors, capacitors, and synchronous condensers.  In addition to balancing real and reactive flow, and monitoring voltage, current and frequency, transmission operators monitor the “power angle”, a parameter which indicates the amount of power which can be transferred from source to load.
  Smart Grid proponents contend that new sophisticated technologies will also be able to control power parameters.

Balancing authorities may also participate in market functions, such as the buying and selling of power.
Reserve Sharing Groups
NERC developed standards intended to ensure that all balancing authorities maintain an adequate power supply and reserve to meet demand.  NERC requires balancing areas to maintain sufficient operating reserve including “spinning” reserve, comprised of plants which are on-line but running at less than full load, and “non-spinning” reserve, which includes off line generation, interruptible and non-interruptible, and excess spinning reserve or on-demand import power.
 

Larger balancing authorities can typically meet these reserve requirements with their own assets and contracts.  NERC permits smaller balancing authorities to form Reserve Sharing Groups to meet the power reserve requirements.  WAPA, APS, and IID are all members of the Southwest Reserve Sharing Group.

Distribution System

The distribution system delivers power to end users.  It is comprised of overhead and underground power lines, and substations interconnecting these lines, which also change voltage and current levels on these lines.  Substations may also contain protective relays and circuit breakers.  In general, distribution lines operate at less than 60 KV.  Most distribution systems are owned and operated by local investor-owned or municipal utilities.

Protective Devices

To the power system from damage due to current overloading or unstable frequency or voltage on the grid, utilities rely on an array of protective devices.
Utilities and balancing authorities monitor system parameters using current and voltage transformers, meters, and telemetry systems, which take readings and relay information to control centers and protective devices.  Utilities often employ sophisticated Supervisory Control and Data Acquisition (SCADA) or Energy Management Systems (EMS).

When such systems detect a problem, relays connected to circuit breakers protect individual lines from excessive current or voltage.  Excessive current, indicative of excessive power flow, will “overload” a circuit or line. Relays may operate instantaneously, or may be set with a time delay.

BAs and utilities also employ under-frequency or under-voltage load shedding programs, Remedial Action Schemes (RAS) or Special Protective Schemes where certain contingencies trigger multiple actions and switching in the system.  Some industry studies show that automatic under-voltage load shedding systems can be more responsive to system fluctuations than under-frequency systems.

When a protective action de-energizes a component, or separates it from the grid, it is termed “tripping” offline.  
Appendix 5: Data Sources
1. Initial incident report to CPUC on-line reporting system, September 8, 2011.

2. CAISO and SDGE joint briefing to CPSD, September 22, 2011

3. CAISO conference call, April 19, 2012

4. Telephone calls to Arizona Power Services and Arizona Corporation Commission in September and October, 2011. 

5. Joint Legislative Hearing, October 22, 2011, San Diego.
6. FERC April 2012 report “Arizona-Southern California Outages on September 8, 2011.”

7. Multiple voluminous data responses on disks or electronic files submitted by utilities and delivered by e-mail or overnight mail.  These responses consist of forwarded copies of utility responses to FERC, NERC, and WECC data requests. The following table specifies the utility and date CPSD received the responses.
Utility and Date Received: 
 TA \l "Table 3: Data Responses" \s " 
	Utility
	Date(s) Received

	Southern California Edison
	10/20/2011, 1/6/2012,1/12/2012, 1/13/2012,

2/16/2012, 2/22/2012, 3/23/2012

	San Diego Gas and Electric
	9/21/2011, 9/26/2011, 9/26/2011, 9/27/2011,

10/16/2011, 10/20/2011, 12/13/2011, 1/5/2012,

1/16/2012, 1/18/2012, 2/9/2012, 3/2/2012,

3/8/2012, 3/15/2012

	Imperial Irrigation District
	11/30/2011, 12/8/2011, 12/9/2011,

1/3/2011, 1/10/2011, 2/10/2012, 3/12/2012

	CAISO
	4/11/12


Appendix 6 – Acronyms

Table 4: Acronyms TA \l "Table 4: Acronyms" \s "Table 4: Acronyms" \c 1 
	ACRONYM
	MEANING

	APS
	Arizona Power Service

	AZCC
	Arizona Corporation Commission

	BA
	Balancing Authority

	CAISO
	California Independent System Operator

	CFE
	Comision Federal de Electricidad

	CPSD
	Consumer Protection and Safety Commission

	CPUC
	California Public Utilities Commission

	COI
	California Oregon Intertie

	FERC
	Federal Energy Regulatory Commission

	IID
	Imperial Irrigation District

	IROL
	Interconnection Reliability Operating Limits

	KV
	Kilovolt (one thousand volts)

	MW
	Megawatt (one million watts)

	NAERO
	North American Electric Reliability Organization

	NERC
	National Electric Reliability Corporation

	PMU
	Phase Measurement Unit

	RAS
	Remedial Action Scheme

	RS
	Reserve Sharing Group

	RTCA
	Real time Contingency Analysis

	SCE
	Southern California Edison

	SDG&E
	San Diego Gas and Electric

	SOL
	Standard Operating Limits

	SONGS
	San Onofre Nuclear Generating Station

	SPS
	Special Protection Scheme

	SWPL
	Southwest Power Link

	TO
	Transmission Owner

	UFLS
	Under Frequency Load Shedding

	UVLS
	Under Voltage Load Shedding

	VA
	Volt-Amp  (MVA = Mega Volt-Amp)

	VAR
	Volt-Amp Reactive (MVAR = Mega Volt-Amp Reactive)

	WAPA
	Western Area Power Administration

	WECC
	Western Electric Coordinating Council
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� Path 44 South of SONGS and the Southwest Power Link. 


� Path 44 overloaded after the loss of the Hassayampa-North Gila portion of the Southwest Power Link.


� Current National Electric Regulatory Corporation (NERC) and utility procedures require reducing the flow on Path 44 to less than 2,500 MW within thirty minutes.  This case required more rapid action.


� CAISO Operating Procedure 4510, v.1.1. permits Emergency Manual Load Shedding to balance supply with demand.  Shedding load refers to the de-energization of circuits to reduce demand.  While utilities prefer to avoid de-energizing customer lines, curtailing load is typically more efficient than starting generation.  


� CPSD agrees that separating the grid at this point may be critical to prevent grid instability from cascading into the SCE service area.  CPSD is aware that Path 26, the COI, and South of Lugo paths were operating above SOL, and that SCE experienced low voltage in some areas during the lead-up to the separation.  However, the rationale for the current protective scheme and the particular relay settings is minimal. CPSD recommends studying the protection at San Onofre to determine if the relay settings are correct or if additional system parameters should be monitored as interlocks for the protective action.   Note that currently SCE and SDGE have deactivated this relay separation scheme.


� CAISO December 30, 2011 response to FERC’s December 9, 2011 Data Request Question 31b.


� CAISO and SDGE provided the initial timeline table and system schematic diagram used to prepare Appendix 1 of this report.  CPSD modified these documents based on additional data received during the investigation. 


� November 2, 2011 call from Steve Ashbaker, WECC.


� http://www.ferc.gov/legal/staff-reports/04-27-2012-ferc-nerc-report.pdf


� Note that IID’s load shedding system did curtail 400 MW of firm load approximately six minutes before the blackout.   


� UFLS will only trigger protective action when demand exceeds supply.  Because power on Path 44 kept the frequency within limits, this under-frequency protection never triggered.


� CPSD understands that CAISO and other involved entities operate under market and environmental constraints which may affect the way in which generation is dispatched.


� The technical justification for this relay setting is unclear.


� In general, shedding of small amounts of load is preferable to the complete isolation of a balancing authority (islanding).  However, in some cases islanding may be preferable to larger cascading events.


� SDG&E response to FERC 1st data request, question 3.


 


� http://www.caiso.com/about/Pages/OurBusiness/UnderstandingtheISO/How-power-flows-in-California.aspx


� The phases are the same voltage, 120 degrees out of phase with each other, and generally balanced in the amount of current.  The various geometrical configuration of the interconnected phase conductors are termed “wye” or “delta”, with neutral or not, grounded or ungrounded, etc.


� Cogeneration plants typically utilize byproducts of manufacturing, such as steam, to produce power.


� Because SDG&E serves the largest number of effected customers in California, this report concentrates on recovery activities in the SDG&E service area.


� SDG&E response to January 3, 2012 FERC data request.


� IID effectively restored all its customers in under six hours.


� This report concentrates on Emergency Response and Communication activities in the SDG&E service area.


� Limitations exist with even the best modeling methodologies.


� April 19, 2011 conference call between CPSD and CAISO,


� CAISO Operating Procedure 4510, v.1.1. permits Emergency Manual Load Shedding to balance supply with demand.  Shedding load refers to the de-energization of circuits to reduce demand.  However, while utilities prefer to avoid de-energizing customer lines, curtailing load is typically more efficient than starting generation.  


� Current National Electric Regulatory Corporation (NERC) and utility procedures require reducing the flow on Path 44 to less than 2,500 MW within thirty minutes.  This case required more rapid action.


� CAISO Procedure 7820, V 10.3. 


� CAISO Operating Procedure 4510, v.1.1., page 14.


� http://www.nerc.com/filez/standards/Underfrequency_Load_Shedding.html


� FERC recently preliminarily determined that on March 31 to April 1, 2010 CAISO unnecessarily shed firm load after misinterpreting a reliability limit. http://www.ferc.gov/enforcement/alleged-violation/notices/california-independent-system-operator-corporation.pdf


� CPSD understands that separating the grid at this point may be necessary under some circumstances to prevent grid instability from cascading into the SCE service area.  However, the rationale for the design of the existing protective scheme and the particular relay settings is minimal. CPSD recommends studying the protection at San Onofre to determine if the relay settings are correct or if additional system parameters should be monitored as interlocks for the protective action.  


� CAISO December 30, 2011 response to FERC’s December 9, 2011 Data Request Question 31b.


� CAISO 2012 Local Capacity Technical Analysis.


� In an April 19, 2012 conference call, CAISO staff indicated SDG&E and CAISO would possibly re-evaluate this protective scheme, but liklyly not until sometime after the Sunrise Powerlink comes on-line.  Subsequently, the Sunrise Powerlink went live in June 2012.  With this line available, CAISO and SDG&E eliminated the generator tripping action of the S-line RAS, at least temporarily.


� February 9, 2012 email from Bob Lane, SDG&E.


� CPUC General Order 166, Standard 12.  Restoration Performance Benchmark for a Measured Event.


� Larkspur control operator’s log for September 8, 2011.


� CPSD always reserves the right to pursue violations in the future based on new information or analysis.


� CAISO and SDG&E joint briefing to CPSD, September 22, 2011.


� SDG&E and CAISO joint briefing to CPSD, September 22, 2011.


� See Appendix 5, “Data Sources”.


� On page 95 of its 2011 Local Capacity Technical Analysis, CAISO indicates a 61 MW deficiency of local resources for a multiple contingency incident.  This is not a significant deficiency as relates to this incident.  


� October 26, 2012 Legislative Hearing, San Diego.


� The April 2012 FERC report “Arizona- Southern California Outages on September 8, 2011” indicates opening the circuit under load caused arcing and subsequent tripping.


� IID response to FERC January 27, 2012 data request, question 11.


� WECC Standard TOP-007-WECC-1 — System Operating Limits. B. Requirements. R1. When the actual power flow exceeds an SOL for a Transmission path, the Transmission Operators shall take immediate action to reduce the actual power flow across the path such that at no time shall the power flow for the Transmission path exceed the SOL for more than 30 minutes. 








� The time delay is inversely proportional to the current level on the transmission line, and can be calculated using the following formula: T=[R/(M-1)]*[D/24000]  where M= the line current divided by the tap current, in this case 10 amps/10 amps = 1, T = the time delay in seconds, D = the time dial setting (9), and R = 1475.


� CAISO January 27, 2012 response to a FERC data request.


� SCE response to FERC 4th set data request, question 2.


� The FERC April 2012 report directs SCE to study whether the generator trip setting were too sensitive.





� The bulk electric system consists of high capacity interconnected transmission lines and generation. 


� Generally fast ramping gas turbine or diesel engines.


� The “power factor” is an indicator of the ratio between real and apparent power delivered by the transmission system.  The “power angle” is an indicator of the voltage difference between the source (generator) and load.  If the power angle is zero the power will not transfer down the line.


� WECC Standard BAL-STD-002-1 - Operating Reserves


� http://www.beckwithelectric.com/docs/tech-papers/undervoltage_loadshedding.pdf


� To produce this staff report, CPSD analyzed the above data independently of the FERC/NERC Inquiry team.  However, in a few instances (noted in the report) CPSD used information from the April 2012 FERC report to update factual statements in this report. 









