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CALIFORNIA PUBLIC UTILITIES COMMISSION 
Safety and Enforcement Division 

Electric Safety and Reliability Branch 

Incident Investigation Report 

Report Date:  April 29, 2019 

Incident Number: E20171010-02 

Utility: Pacific Gas and Electric Company (PG&E) 

Date and Time of the Incident: October 8, 2017, 2234 hours 

Location of the Incident: 8555 Sonoma Highway (CA-12) 

Kenwood, CA 95452 
County: Sonoma

Fatality / Injury: One fatality 

Property Damage: $179 million (PG&E restoration costs in Sonoma Division) 

Utility Facilities involved: Dunbar-1101, 12 kV Circuit 

Violation: Yes 

I. Summary

On October 8, 2017, at approximately 2234 hours, a Eucalyptus tree fell and contacted 
overhead conductors of PG&E’s Dunbar-1101 12 kV circuit near 8555 Sonoma Highway 
in the city of Kenwood in Sonoma County. When the tree severed PG&E’s insulated 
conductors, the Adobe Fire started on the Chateau St. Jean Winery property.  

The Adobe Fire was combined with several other fires, which CAL FIRE called 
collectively the Nuns1 Fire. The Nuns Fire burned a total of 56,556 acres, destroyed 
1,355 buildings, and damaged 172 buildings. Three fatalities occurred as a result of the 
Nuns Fire, with one of those fatalities occurring within the perimeter of the Adobe fire. 

1  The Nuns Fire included the Nuns, Oakmont/Pythian, Norrbom, Adobe, Pressley and Partrick fires. SED 
investigated each of these incidents except the Pressley fire, which was a spot fire that ignited from an 
ember that originated from the Adobe Fire 
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Based on SED’s review, SED found that PG&E violated the Commission’s General 
Order (GO) 95; specifically, there are three violations of Rule 31.1 as listed below: 

GO Rule Violations 

GO 95, Rule 
31.1 

Work order completed late 

GO 95, Rule 
31.1 

Hazardous tree not identified and 
abated 

GO 95, Rule 
31.1 

Records of 2015 CEMA inspection not 
retained 

A. Rules Violated

General Order 95, Rule 31.1 - Design, Construction and Maintenance 

“Electrical supply and communication systems shall be designed, constructed, and 
maintained for their intended use, regard being given to the conditions under which they 
are to be operated, to enable the furnishing of safe, proper, and adequate service.  

For all particulars not specified in these rules, design, construction, and maintenance 
should be done in accordance with accepted good practice for the given local conditions 
known at the time by those responsible for the design, construction, or maintenance of 
communication or supply lines and equipment.  

A supply or communications company is in compliance with this rule if it designs, 
constructs, and maintains a facility in accordance with the particulars specified in 
General Order 95, except that if an intended use or known local conditions require a 
higher standard than the particulars specified in General Order 95 to enable the 
furnishing of safe, proper, and adequate service, the company shall follow the higher 
standard.  

For all particulars not specified in General Order 95, a supply or communications 
company is in compliance with this rule if it designs, constructs and maintains a facility 
in accordance with accepted good practice for the intended use and known local 
conditions.” 
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B. Witnesses

No. Name Title 
1 Raymond Cho CPUC Lead Investigator
2 Wilson Tsai CPUC Investigator

3 Gary Uboldi 
Fire Captain, California Department of 
Forestry and Fire Protection (CAL FIRE)

4 Jay Singh PG&E Director
5  PG&E Supervisor
6 Maria Deluca PG&E Claims Investigator
7  PG&E Vegetation Management Supervisor 

C. Evidence

 No. Source Description
1 PG&E Initial Online Incident Report 10/10/17
2 CPUC Field visit report and Photos, 10/17/18
3 PG&E 20-day Incident Report, 11/6/17
4 CPUC Data Request #1, 11/21/17
5 PG&E Data Request Response #1, 12/29/17 through 6/29/18
6 CAL FIRE Investigation Report and Attachments, 5/22/18 
7 CPUC PG&E Evidence Inspection, 6/11/18
8 CPUC Data Request #2,7/19/18
9 PG&E Data Request Response #2, 8/3/18 through 9/21/18 

10 CPUC Data Request #3, 8/16/18
11 PG&E Data Request Response #3, 8/31/18 through 9/21/18 
12 CPUC CAL FIRE Evidence Viewing Photos, 10/12/18 
13 CPUC Data Request #4, 10/19/18
14 PG&E Data Request Response #4, 11/15/18 through 12/14/18
15 CPUC Data Request #5, 1/3/19
16 PG&E Data Request Response #5, 1/25/19 through 2/6/19 
17 CPUC Data Request #6, 2/8/19
18 PG&E Data Request Response #6, 2/15/19 through 3/15/19 
19 CPUC Data Request #7, 2/25/19
20 PG&E Data Request #7 Response, 3/18/19
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II. Background 
 
On January 17, 2014, Governor Edmund G. Brown Jr. proclaimed a State of Emergency 
and directed state officials to take actions to mitigate conditions that could result from 
the drought and cause a fire. On February 18, 2014, in response to the proclamation, 
SED issued a letter to PG&E directing PG&E to take all practicable measures to reduce 
the likelihood of fires caused by utility facilities, including, increasing inspections, taking 
corrective actions and modifying protective schemes. On June 12, 2014, the California 
Public Utilities Commission (CPUC) issued Resolution ESRB-4 directing all Investor 
Owned Electric Utilities (IOU) to take remedial measures to reduce the likelihood of fires 
started by or threatening utility facilities. On October 30, 2015, Governor Edmund G. 
Brown Jr. declared a Tree Mortality State of Emergency due to tree mortality caused by 
the state’s prolonged drought and bark beetle infestations. 
 
On October 8, 2017 at approximately 2234 hours, a 109-foot Eucalyptus tree fell and 
contacted overhead conductors of PG&E’s Dunbar-1101 12 kV circuit located on the 
subject property. The subject tree severed the insulated 12 kV conductors and, as a 
result, a fire called the Adobe Fire started. One fatality occurred within the perimeter of 
the Adobe Fire.  
 
The Adobe Fire contributed to power interruptions to 3,072 customers on the Dunbar 
1101 circuit for a maximum outage duration of 23,705 minutes. PG&E reported an 
estimated $179 million in restoration costs for its own facilities in the Sonoma Division. 
 
Weather station KENWW, located approximately one mile southeast from the incident 
location, recorded a peak wind speed and gust of 17.1 miles per hour (mph) and 45.7 
mph, respectively. The ambient condition around the time of ignition was approximately 
73 degrees Fahrenheit with a 12 percent relative humidity.2 
 

                                                            
2  Weather conditions per MesoWest (www.mesowest.utah.edu) 
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Figure 1. Red marker: approximate ignition point/location (38.4283590, -122.5489570)   
near Chateau St. John Winery. (Source: Google Maps) 
 

III. SED Review and Analysis 
 

A. PG&E’s Distribution Facilities Inspection Program 
 
General Order 165 requires biennial patrol inspections and detailed inspections at five-
year intervals for rural areas, such as the incident location. Rural areas are defined by 
GO 165 as “those areas with a population of less than 1,000 persons per square mile”.  
 
GO 165 defines a patrol inspection as a “simple visual inspection” meant to identify 
“obvious” problems and hazards and may be carried out in the course of other company 
business. GO 165 defines a detailed inspection as one where facilities are “carefully 
examined” to gather and record conditions of overhead facilities.  
 
For the incident area, SED reviewed PG&E’s 2012 and 2016 distribution patrol 
inspection and PG&E’s 2009 and 2014 detailed inspection documentation. No 
conditions or issues were documented during the course of PG&E’s patrol inspections 
of the subject area for those two years.  
 
Based on PG&E’s detailed inspection records, SED noted a total of four work orders; 
three were related to vegetation contact with an anchor guy above the insulator and one 

N 

Chateau St. 

John Winery

Sonoma 

Highway 12 
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was related to a cross-arm replacement. Vegetation contact with the anchor guy wire 
above the insulator creates a fire safety risk. If the guy wire were to somehow become 
energized, it would behave like any other energized conductor and could arc with the 
vegetation resulting in a fire. 
 
As a result of the 2014 detailed inspection, the three vegetation work orders 
(#108554731, #108554733, #108554734) were identified and categorized as priority F 
(five years from date identified) on July 3, 2014 with required completion by July 3, 
2019. All three vegetation related work orders were not completed prior to the fire but 
they were also not yet due. One of the PG&E work orders (#108554733) was cancelled 
after the fire on December 4, 2017 since the work was completed as part of pole 
replacement work order #113743733. According to work order #113743733, PG&E 
found the damaged pole on October 18, 2017, ten days after the fire ensued and 
completed the pole replacement on October 21, 2017. 
 
From the 2009 detailed inspection3, a cross-arm replacement work order (#103891848) 
identified on June 2, 2009, was categorized as priority G, which was the previously used 
PG&E classification prior to 2010 described as work to maintain compliance without the 
ability to defer or change the due date. The original due date for this cross-arm work 
was December 31, 2009 and the work was completed 15 days late on January 15, 
2010. Based on SED’s reading of the notes for the cross-arm work order4, the work may 
have been delayed due to coordination with the customer. 
 
Based on the inspection records reviewed, SED found PG&E in violation of GO 95, Rule 
31.1 for completing work order #103891848 15 days late. The violation found is not the 
cause of the ignition of the subject fire but is nevertheless a violation of the Commission 
GO. 
 

B. PG&E’s Vegetation Management Program 
 
The GO 95 rules applicable to Vegetation Management (VM) include: 

1. Rule 31.1 – Design Construction and Maintenance. 
2. Rule 35 – Vegetation Management. 
3. Rule 37 – Minimum Clearances of Wires above Railroads, Thoroughfares, 

Buildings, Etc., Table 1 – Cases 13 and 14. 
 

In order to comply with the applicable GO 95 rules, PG&E’s Distribution Vegetation 
Management Standard5 (DVMS) outlines the general strategy used to identify: 

 
1. Conductor radial clearance issues;  
2. Trees that will encroach PG&E’s minimum distance requirements; and  

                                                            
3  Bates PGE‐CPUC_00007970_CONFIDENTIAL. 

4  Bates PGE‐CPUC_00020174_CONFIDENTIAL. 

5  Bates PGE‐CPUC_00005827_CONFIDENTIAL. Utility Standard TD‐7102S, Published on 9/4/15. Rev 1. 
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3. Hazard trees that have the potential to strike conductors.  
 
In order to implement their strategy, PG&E’s DVMS prescribes annual vegetation 
patrols and completion of identified tree work for all primary and secondary distribution 
facilities. 
 

i. Routine VM Inspections 
 

PG&E’s VM contractors, specifically Pre-Inspection6 (PI) personnel, work with VM 
Vegetation Program Managers (VPM) to create an annual plan for routine patrols that 
lead to vegetation work. Vegetation work prescribed by the PI personnel is completed 
by Tree Contractor (TC) personnel. PG&E also uses a combination of LiDAR7 and 
spectral imagery to allow VM personnel to identify hazardous trees in high fire threat 
areas. Trees identified using these technologies are then inspected from the ground and 
addressed as necessary. However, PG&E did not use LiDAR or spectral imagery for the 
incident area in the last five years8. Also, PG&E allows the use of aerial patrols in place 
of ground patrols. 
 
For the incident area, PG&E used two VM contractors as part of its vegetation 
management. Western Environmental Consultants, Inc. (WECI) conducted the 
vegetation PI to inspect and identify tree work and The Davey Tree Expert Company 
(Davey Tree) performed the vegetation work that included trimming or removal. Davey 
Tree is the primary contractor in this area and is allowed to subcontract their type of 
work to other companies. In this area, some work was subcontracted to The Original 
Mowbrays Tree Service, Inc. (Mowbrays).  
 
Vegetation PIs are performed by a Consulting Utility Forester (CUF), an individual 
qualified by PG&E, who inspects all vegetation that have the potential to grow into or fall 
into the distribution primary conductors before the next inspection and identify 
vegetation that is currently causing strain/abrasion of secondary conductors. 
 
PG&E’s PI contract specification9 requires a CUF to have at least two years’ experience 
in line clearance tree pruning work, or equivalent experience as determined by PG&E. 
The PI contract specification also notes that PG&E desires that a CUF have an 
associate’s degree in forestry, arboriculture or a related field, however, an associate’s 
degree is not a requirement. The CUF should be “familiar with the Contractor’s work 
practices, proper arboricultural techniques and practices, proper integrated pest 

                                                            
6  PG&E uses the term “Pre‐Inspection” to describe routine vegetation management inspections.   

7  LiDAR (an acronym of Light Detection And Ranging) is a surveying technology that measures distance 
by illuminating a target with a laser light. (Source: Wikipedia.) 

8  Bates PGE‐CPUC_DR‐112117_Common_Q14. 

9  Bates PGE‐CPUC_DR‐071918_General_Q04. PG&E Pre‐Inspection contract specification. Section 3.2. 
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management practices, PG&E's Tree Pruning Specification, PG&E’s Pre-Inspection 
Specification and requirements, and all applicable legal and regulatory requirements.”10 
 
SED reviewed PG&E’s VM documentation for the previous five years leading up to this 
incident and searched for Eucalyptus trees similar to the subject tree. SED focused on 
documented routine inspections with accompanying vegetation work orders.  
 
PG&E performed routine VM activities, PI and vegetation trim or removal, on the subject 
circuit in 2012, 2014, 2015, 2016 and July 11, 2017. 
 
In PG&E’s VM inspection document dated December 14, 2012, the PG&E contracted 
inspector identified a Eucalyptus tree (designated Tree Number 3) for a 14-foot trim in 
2011. The tree was 20 feet tall and 3 feet in Diameter at Breast Height (DBH). DBH is 
the diameter of the tree’s trunk at approximately 4.5 feet up from the ground. The 
Eucalyptus tree was trimmed on December 28, 2011. PG&E did not identify any other 
Eucalyptus trees for trim or removal in the following years leading up to the Adobe fire.  
 
Of the VM work orders reviewed, SED identified four Live Oak trees trimmed in March 
2015 and one palm tree removed in June 2016. The subject 109 feet high, Eucalyptus 
tree that fell into the PG&E conductors was not identified for removal or trim by PG&E or 
PG&E contractors during vegetation management inspections from December 2012 
through July 11, 2017. 
 

ii. Enhanced Vegetation Inspections 
 

In addition to routine VM, PG&E contracted WECI to perform Catastrophic Event 
Memorandum Account (CEMA) related inspections at the incident location on the dates 
below: 
 

1. September 1, 2014  
2. 2015 – PG&E was unable to locate maps for this inspection.11 
3. August 29 and November 1, 2016 
4. January 17, 201712 

 
CEMA is an account used to recover the costs associated with the restoration of service 
and facilities affected by catastrophic events that have been declared disasters or states 
of emergency by federal or state authorities. PG&E will file an application to recover the 
CEMA balance through rates.  The amount to be recovered are the reasonable costs 
incurred, which are determined after CPUC review and audit of the recorded CEMA 
balance. 
 

                                                            
10  Bates PGE‐CPUC_DR‐071918_General_Q04. PG&E Pre‐Inspection contract specification. Section 3.2. 

11  Bates PGE‐CPUC_DR‐112117_Common_Q10_part3. 

12  Bates PGE‐CPUC_00009901_CONFIDENTIAL. 
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PG&E performed enhanced VM inspections, related to CEMA, on the subject circuit in 
2014, 2015, 2016 and January 17, 2017.  SED reviewed PG&E’s VM documentation 
for the 2014, 2016, and 2017 enhanced vegetation inspections but was unable to review 
the 2015 documentation because PG&E was unable to locate maps for this inspection.  
SED searched for Eucalyptus trees similar to the subject tree. SED focused on 
documented inspections with accompanying vegetation work orders. 
 
The subject Eucalyptus tree that fell into the PG&E conductors was 109 feet high and 
was not identified for removal or trim by PG&E or PG&E contractors during the 
enhanced VM inspections from 2014 through January 17, 2017 for which 
documentation exists. 
 

iii. PG&E VM Quality Control (VMQC) and VM Quality Assurance 
(VMQA) 

 
PG&E’s VMQA program audits PG&E facilities for any compliance violations, e.g., GO 
95 or Public Resource Code (PRC) Section 4293, while PG&E’s VMQC program audits 
PI and TC personnel for any vegetation work that is missed or not performed correctly. 
VMQA audits are required to be performed by PG&E’s VMQA standard13, annually at a 
minimum. PG&E does not require routine VMQC audits and PG&E describes the VMQC 
audit locations as “computer-generated” and “randomized”14. 
 
In the last five years, VMQC audits were performed by PG&E contractor California 
Forestry & Vegetation Management. However, PG&E did not identify any VMQC audits 
for the Adobe incident location.15  
 
Therefore, SED reviewed PG&E’s VMQA audit reports from 2012 through 2017 and 
focused on the Dunbar-1101 circuit. The VMQA audits verified compliance in PG&E’s 
North Coast Division, which includes the incident location.  California Forestry & 
Vegetation Management or Western Environment Consultants Incorporated performed 
the audits as directed by PG&E. VMQA audits sort vegetation non-compliances into five 
categories: 
 

1. Contact with conductor. 

2. Within four feet of conductor. 

3. Trees that have the potential of being non-compliant within 90 days of 
auditor observation. 

4. Trees that may not hold compliance with GO 95, Rule 35 or PRC 
§4293 before the next fire season. 

                                                            
13  Bates PGE‐CPUC_00006027_CONFIDENTIAL. 

14  Bates PGE‐CPUC_00005827. Pages 9‐10. 

15  Bates PGE‐CPUC_DR‐112117_Common_Q16_amend01. 
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5. Trees that present a potential threat to the conductors called Facility 
Protect Trees (FPT). 

 
In PG&E’s 2014 Audit #7N DS2-14S16, auditors identified three Valley Oak trees that 
were within four feet of the conductor but greater than 18 inches away. The report also 
notes that 38% of the non-compliant trees identified were linked to one inspector that 
included the three Valley Oak trees. The subject tree was not identified in the VMQA 
audits SED reviewed. 
 

iv. Vegetation Analysis by CAL FIRE 
 

CAL FIRE contracted a Certified Arborist, Mark Porter, to evaluate the subject 
Eucalyptus tree failure. In Mr. Porter’s “Evaluation of Tree Failure” report17 the subject 
tree was described as a re-growth from a once mature Eucalyptus that was cut down to 
a stump. “The stump had decayed over time and was utterly hollow at the time of 
inspection. The epicormic shoot approximately 109 feet high, was weakly attached to a 
rotting stump.”18 Epicormics are defined as shoots or branches “growing from a 
previously dormant bud on the trunk or a limb of a tree.”19 In this case a dormant bud 
sprouted a tree from the dead Eucalyptus stump. The report also identified that “the 
epicormics shoot developed with a one-sided buttress root.” Buttress roots are the roots 
at the trunk base that help support the tree and equalize mechanical stress. The report 
further explains that the roots did not fully develop for stability which created an 
“unequaled mechanical stress”. 
 

                                                            
16  Bates PGE‐CPUC_00006960_CONFIDENTIAL. 

17  Evaluation of Tree Failure, 8555 Sonoma Highway, Kenwood, CA. Author: Mark Porter, ISA Certified 
Arborist # WE465. Dated October 12, 2017. 

18  Id. Page 3. 

19  Oxford Dictionary. www.en.oxforddictionaries.com. 
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Figure 2. Left. Base of Eucalyptus epicormic shoot separated from dead stump (photo 
facing south). Right. Base of Eucalyptus epicormic shoot and dead stump (photo facing 
north). 
 

v. Applicable PG&E Vegetation Management Standards and 
Procedures 

 
PG&E’s Distribution Routine Patrol Procedure20 describes various factors when 
patrolling or pre-inspecting trees for vegetation work. Under section 2.6 “Hazard 
Trees/Facility Protection Trees”21 the document describes trees that should be 
identified as such. “(T)rees or portions of trees that are dead, show signs of disease, 
decay or ground or root disturbance, AND may fall into or otherwise impact primary or 
secondary conductors, THEN PRESCRIBE work to make tree Facility Safe per Facility 
Protect and work Difficulty Classification Procedure.”22 
 

                                                            
20  PG&E Distribution Patrol Procedure. Utility Procedure TD‐7102P‐01. Rev: 1. Published 10/27/15. 

21  PG&E Distribution Patrol Procedure. Utility Procedure TD‐7102P‐01. Rev: 1. Published 10/27/15. Page 
8. 

22  PG&E Distribution Patrol Procedure. Utility Procedure TD‐7102P‐01. Rev: 1. Published 10/27/15. Page 
8. 
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PG&E’s Vegetation Management Hazard Tree Rating and Scoring Procedure23 aids 
inspectors in prescribing work for potentially hazardous trees. The procedure indicates a 
Blue Gum (species of subject Eucalyptus) as a tree with a “Very High” failure potential. 
 
In summary, based on the VM records reviewed and evidence provided by Mr. Porter, 
SED found the following violations of GO 95 by PG&E: 
 

• GO 95, Rule 31.1, for failing to maintain its 12 kV overhead conductors 
safely and properly. PG&E did not identify a hazardous tree condition 
during the last vegetation inspection on July 11, 2017. 

• GO 95, Rule 31.1, for failing to maintain VM inspection records related to 
a 2015 enhanced VM inspection. This violation did not directly cause the 
subject fire but is nevertheless a violation of a Commission GO. PG&E 
notified SED of the lost record on March 30, 2018. 
 
C. PG&E’s Infrastructure Condition 

SED investigated compliance with GO 95 construction standards and GO 95, Rule 31.1 
during their review of PG&E’s physical infrastructure. 
 
On October 17, 2017 at 0900 hours, SED staff, Raymond Cho and Wilson Tsai, met 
with Gary Uboldi,  and  near the front of Chateau St. 
John Winery. SED staff proceeded toward the rear of the property to take photos and 
document PG&E facilities around the incident location. In total, SED documented seven 
PG&E poles and the various facilities attached to the poles. The first pole documented 
was four spans downstream of the incident span and the final pole documented was 
one span upstream from the incident span. 
 

 
Figure 3. Schematic of pole locations (1-6) and incident span between Pole #5 and #6. 

Private road and subject conductors located south of the pole line. (Source: 
PG&E with added notes) 

                                                            
23  PG&E Vegetation Management Hazard Tree Rating and Scoring Procedure. Utility Procedure: TD‐
7102P‐07. Publication Date: 10/13/2014. Appendix A, Page 11. 
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SED staff did not find any visual damage on Pole #1. Attached near the top of Pole #2 
were fuses in the open position. Pole #3 did not exhibit any visual damage to facilities. 
On Pole #4, the field side conductor separated from the insulator and was hanging in a 
nearby tree. The incident span was still attached to Pole #5. At Pole #5, the road side 
phase was detached from the insulator and resting directly on the cross arm. The 
electric supply and communication conductors going west were on the ground. The 
subject Eucalyptus tree fell into the incident span between Poles #5 and #6. SED staff 
proceeded to Pole #6 and found it leaning in a tree and burnt through at ground level. 
The pole could no longer stand on its own without the steel reinforcement and nearby 
tree’s support. All the conductors on the ground were marked as evidence by CAL FIRE 
and PG&E investigators. PG&E retained the base of the subject Eucalyptus tree as 
evidence. At Pole #7 (not included in Figure 6), the three primary level conductors were 
cut by PG&E and provided to CAL FIRE as evidence. 
 
CAL FIRE requested that PG&E cut and remove the pole top of Pole #6 including the 
cross-arm that supported PG&E primary conductors for evidence retention. 
 
The subject conductors were insulated, size 4 American Wire Gauge (AWG), Aluminum 
Conductor, Steel Reinforced (ACSR) and were part of PG&E’s Dunbar-1101 12 kV 
circuit. The three subject conductors spanned approximately 265 feet between poles 
and were installed in 1966. Figure 4 below shows the two subject poles supporting the 
incident span. 

Figure 4. Left: Subject Pole #6 (Coordinates: 38.4283590, -122.5489570). Photo taken 
from southeast side of pole. Right: Subject Pole #5 (Coordinates: 38.4284454, -
122.5480649). Photo taken from the southwest side of failed pole. 
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Pole #6 failed at the ground level with two spans of three phase conductors attached 
above and running in two opposing directions. Pole #6 also had an anchor guy attached 
to counter the imbalanced load caused by the spans in two different directions. PG&E 
had previously installed structural steel reinforcement at the ground level for Pole #6 in 
February 200224. This subject pole passed the last intrusive inspection on April 11, 
201725. 
 
Pole #5 did not fail and had an “alley arm” construction with all three primary insulators 
set on one side of the pole. Also attached to Pole #5 was one 15 KVA transformer with 
three secondary conductors directly below. The two insulators that were attached to the 
top of the transformer were pulled out due to the lateral force on the conductors from 
the subject tree. PG&E also installed structural steel reinforcement at the ground level 
for Pole #5 in February 200226. This subject pole required replacement after the last 
intrusive inspection on April 11, 201727. 
 
According to PG&E Pole Detail Reports28 for the subject poles, the poles were replaced 
sometime after the fire but before the visual inspection. 
 
Based on the infrastructure SED reviewed, SED did not identify a violation at the 
physical incident location. 
 

D. PG&E Equipment Operations and Maintenance 
 
SED investigated compliance with GO 95, Rule 31.1 during their review of PG&E 
distribution equipment operations and maintenance records. 
 

 
Figure 5. Diagram showing protective devices upstream of incident span/Area of 
Interest. Dunbar-1101 is the Circuit Breaker and source of the Dunbar-1101 circuit. Not 
drawn to scale. (Source: PG&E) 
 
 

                                                            
24  Bates PGE‐CPUC_00006161_CONFIDENTIAL. 

25  Id. 

26  Bates PGE‐CPUC_00006174_CONFIDENTIAL. 

27  Id. 

28  Bates PGE‐CPUC_00006161_CONFIDENTIAL and PGE‐CPUC_00006174_CONFIDENTIAL. 
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Figure 6. Map showing the approximate locations of protection devices upstream of 
incident span/Area of Interest. Not drawn to scale. (Source: PG&E)29 
 
The incident span was protected by upstream fuse 1261, Line Recloser 234 (LR-234, 
manufactured by Cooper Power Systems, type F4C), and finally the Dunbar-1101 
Circuit Breaker (CB-1101). Fuse 1261, located at the branch from the main line near 
Highway 12, consists of three 65T fuses, in line with each of the conductors. 
 

i. Event Timeline 
 
While the circuit was energized, LR-234 and CB-1101 had data recording capability 
prior to and for a limited duration of the fire. SED reviewed the Supervisory Control and 
Data Acquisition (SCADA) load and event data30 recorded at LR-234 and CB-1101 for 
October 8, 2017 until PG&E staff remotely opened CB-1101. The data received from 
LR-234 did not record at consistent time intervals, for example, time intervals ranged 
from one minute up to 11 minutes. Also, PG&E provided raw and “time corrected” data 

                                                            
29  Bates number PGE‐CPUC_00023051_CONFIDENTIAL Adobe. PGE‐
CPUC_00017477_CircuitMap_AU114‐M_24x36_500_CONFIDENTIAL. PGE‐
CPUC_00017356_CircuitMap_AT114‐p_24x36_500_CONFIDENTIAL. 

30  Bates PGE‐CPUC_00007875 and PGE‐CPUC_00007876. 

N 
To Substation 

Main line

Fuse 1261
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from LR-234 due to the internal clock reset after extended power loss. For example, the 
raw data included timestamps from January 1, 1960 even though the equipment was 
installed after that date. SED also reviewed records from ten smart meter locations on 
the branch circuit downstream of fuse 1261. 
 
October 8, 2017 
2022 hours – Smart meter 9637363405 failed to report data for the rest of the day. 
 
2149 hours – LR-234 records an above minimum to trip open alarm. 
 
2232 – 2234 hours 

• SCADA at LR-234 registered a B phase load reduction from 149 Amps at 2233 
hours to 109 Amps at 2234 hours. Another significant load reduction on the C 
phase was recorded at LR-234 from 101 Amps at 2332 hours to 82 Amps at 
2333 hours. Two phases experienced a loss of load and a responding PG&E 
troubleman found two fuses opened at fuse #1261. 

• At approximately 2234 hours, SCADA at CB-1101 recorded zero load for phases 
B and C while phase A read 222.7 Amps. 

• 2234 hours – LR-234 registers a power failure alarm and two separate alarms for 
a load above the minimum to trip open setting. 

 
2234 hours – Approximate ignition time of Adobe fire. 
 
2235 hours – LR-234 registers two more above minimum to trip open alarms. 
 
The load reduction event recorded at 2234 hours is consistent between both devices, 
LR-234 and CB-1101 (Figure 6). At 2233 hours, CB-1101 also registered phase B and 
C reductions while phase A tries to compensate for the load loss noted by the increase 
in load to 222.7 Amps shortly at 2234 hours. At 2235 hours, Phase A reduces to 145.3 
Amps. 
 
2236 hours - One smart meter (Service Point ID 3680315905) between the incident 
location and fuse 1261 recorded a power failure. 
 
2237 hours – LR-234 records an above minimum to trip open alarm. 
 
2302 hours – First 911 call regarding a fire at the Adobe incident location.31 
 
2308 – 2336 hours 

• LR-234 registers seven alarms referencing above minimum to trip open detection 
during this time span. 

 

                                                            
31  Bates Adobe Supplement 12‐31. 
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• 2308 hours – A customer’s transfer switch (Entelli-Switch 250, Serial #2530419) 
recorded three under voltage failure events and three service restored events 
within 29 seconds.32 

 
• At 2313 hours, the load data from LR-234 showed a potential ground fault of 72 

Amps and CB-1101 SCADA equipment also recorded a phase C fault of 323 
Amps. The minimum ground fault setting to trip open LR-234 was set to 90 Amps 
so the increased load of 72 Amps was not large enough to trip the LR to the open 
position. Therefore, the LR was in the closed position and energized with 13 
alarm events from 2149 hours until about 2314 hours. 

 
• 2314 hours – The event log for LR-234 indicated that the LR opened once and 

closed back in less than a minute. 
 
The three outage events and service restored events recorded on the customer’s 
transfer switch signify three open and close operations by upstream protective devices. 
The SCADA data from LR-234 only recorded one operation and was set to operate 
three times before locking in the open position, however, the LR did not lockout in the 
open position until a remote command was sent by PG&E distribution operators. 
 
Additionally, the following service points between the incident location and fuse 1261 
experienced power losses and restorations described below: 
 

• Service Point ID 3680318000 
o 2308 hours – instance of power failure 
o 2318 hours – instance of power down 
o Between 2308 and 2327 hours, this meter communicated eight power 

restorations, four power failures, and seven power downs. 
 

• Service Point ID 3680319005 
o 2309 and 2312 hours – communicated power restorations 

 
• Service Point ID 3680320005 

o 2309 hours – power restoration 
o 2312 hours – power failure 
o Between 2312 and 2323 hours, this meter communicated eight power 

restorations. 
 

• Service Point ID 3680321110 
o Between 2309 and 2327 hours, this meter communicated nine power 

restorations. 
 

• Service Point ID 3680338805 
o 2313 and 2336 hours – experienced two power failures 

                                                            
32  CAL FIRE Fire Investigation Report 17CALNU010050. Attachment 18 – Photograph Log #2. 
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o 2320 hours – instance of power restoration 
 

• Service Point ID 3680343005 
o 2313, 2314, and 2336 hours – experience a total of three power failures 
o 2322 hours – instance of power restoration 

 
• Service Point ID 3680337805 

o 2318 hours – instance of power restoration 
 
In summary, between 2308 hours and 2336 hours, the above smart meters recorded 17 
power failures and 31 power restorations. 
 
2335 hours – PG&E remotely disables reclosing for LR-234 because of reports of fire 
downstream of LR. SCADA records at LR-234 indicated two more “ALARM” events until 
2335 hours. 
 
2336 hours – PG&E remotely opens LR-234 because of reports of fire downstream of 
LR. 
 
2339 hours - LR-234 registered two alarms for power issues as a result of the open 
operation. 
 
At 2358 hours, Dunbar substation CB-1101 registered a high load of 597.22 amps 
which exceeded the set limits of 570 and 590 amps and triggered an alarm and opened 
the circuit breaker. At 2358 hours, the circuit breaker closed in less than a minute from 
when it opened. At this point, LR-234 was still in the open position so this fault may 
have occurred somewhere between LR-234 and CB-1101. 
 
October 9, 2017 
0000 hours - PG&E Control Center operator remotely disabled reclosing for CB-1101 
and remotely opened the device. 
 
0110 hours - PG&E troubleman reported two of three fuses open at fuse 1261. He also 
reported that he opened the last fuse and tagged it “Man on Line” and in need of further 
patrol. 
 
0135 hours - all three phases read zero load by the SCADA equipment on the Dunbar-
1101 CB. 

End of Timeline 
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Figure 7. SCADA plot of load data recorded at Dunbar-1101 CB on October 8, 2017, 
from 2200 hours to 2359 hours. Highlight of load reduction event at 2233 to 2235 hours. 
 
 
On October 8, 2017, at 2234 hours, SED staff believes the load reduction to be linked to 
the operation of two fuses that are part of fuse 1261. The subject Eucalyptus tree falling 
into the overhead lines likely caused a ground fault condition and ultimately the fire. 
 
After SED staff reviewed equipment testing records for LR-234 and the Dunbar 1101 
CB, they did not identify issues with the records. 
 
Based on the SCADA records and smart meter data reviewed, SED did not identify a 
violation. 
 

E. Other Field Observations and Review of Physical Evidence 
 
On the morning of October 17, 2017, SED staff, Wilson Tsai and Raymond Cho, met 
with CAL FIRE investigator, Gary Uboldi, at the incident location. SED staff field 
investigated the Adobe site and documented seven poles during their visit. 
 

Phase A: 222.7 Amps at 2234 hours

Phase C: 323 Amps at 2313 hours
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Figure 8. Subject Eucalyptus tree laying across the road and subject conductor spans. 
The tree was rooted in the top left corner of the image. (October 17, 2017) 
 
On June 11, 2018, SED staff visited PG&E’s evidence storage location in Oakland, 
California. SED identified the base of the Eucalyptus tree and photographed the 
unbalanced root system mentioned in Mr. Porter’s report. 
 

 
Figure 9. Subject Eucalyptus tree base with unbalanced root system. (June 11, 2018) 
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On October 12, 2018, SED staff, Wilson Tsai and Raymond Cho, met with CAL FIRE 
investigators in Santa Rosa to review evidence from the evidence site retained by CAL 
FIRE. Of the evidence reviewed and photographed, SED staff found multiple damaged 
electric facilities and hardware including a fulgarite-like mass, failed insulator tie wires 
and damaged conductors. Fulgarites33 are naturally occurring masses of fused soil 
and/or other debris that can form when lightning discharges into the ground. In this 
case, a fulgurite-like mass was formed when conductors fell to the ground and 
discharged enough energy to fuse some of the ground material together.  
 
 

 
Figure 10. Fulgarite-like mass found in the Adobe incident area. 

 
SED staff did not unwind the multiple bundles of conductor wire but reviewed the failure 
points. The Eucalyptus tree and fire damaged the insulating rubber material around the 
conductors. SED found evidence of arcing exhibited by molten metal attached to failed 
pieces of conductor. 
 

                                                            
33  https://en.wikipedia.org/wiki/Fulgurite. 
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Figure 11. Failed pieces of conductor strands and evidence of arcing. 

 
IV. CAL FIRE Investigation 

 
CAL FIRE’s investigation report determined that the subject Eucalyptus tree failed and 
fell into the three 12 kV conductors. The report notes that “(t)he electrical conductors 
broke and fell to the ground and onto surrounding vegetation. Several of the conductors 
remained energized and arced causing a vegetation fire…”34. The CAL FIRE 
investigator identified the grounded, energized conductors as the source of ignition.  
 
Mr. Porter determined that the tree failure was caused by a weak connection of the 
epicormic shoot, the height of the epicormic, decay in the stump, a one-sided root 
system, and unbalanced tree base35. 
 
Mr. Steuterman referred to the Eucalyptus trees near the span as “new trees sprouted 
from the old stumps and have reached an average height of approximately 100 ft.”36 
Forester Steuterman also noted that “(t)here is no evidence of any other management 

                                                            
34  CAL FIRE Fire Investigation Report 17CALNU010050. Page 33. 

35  CAL FIRE Fire Investigation Report 17CALNU010050. Attachment 33 – Arborist Report. 

36  CAL FIRE Fire Investigation Report 17CALNU010050. Attachment 43 – CAL FIRE Forester Report. 
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action (pruning, limbing, herbicide application, etc.) since the removal of the original 
parent trees”37. 
CAL FIRE found PG&E in violation of California Penal Code (PC) §192. (b), California 
Public Resources Code (PRC) §4421 and §4435, and California Health & Safety Code 
(HSC) §13001.  

PC §192. (b) states in part: 

“Manslaughter is the unlawful killing of a human being without malice. 
 
(b) Involuntary—in the commission of an unlawful act, not amounting to a felony; or in 
the commission of a lawful act which might produce death, in an unlawful manner, or 
without due caution and circumspection. This subdivision shall not apply to acts 
committed in the driving of a vehicle.” 
 
PRC §4421 states: 
 
“A person shall not set fire or cause fire to be set to any forest, brush, or other 
flammable material which is on any land that is not his own, or under his legal control, 
without the permission of the owner, lessee, or agent of the owner or lessee of the 
land.” 
 
PRC §4435 states: 
 
“If any fire originates from the operation or use of any engine, machine, barbecue, 
incinerator, railroad rolling stock, chimney, or any other device which may kindle a fire, 
the occurrence of the fire is prima facie evidence of negligence in the maintenance, 
operation, or use of such engine, machine, barbecue incinerator, railroad rolling stock, 
chimney, or other device. If such fire escapes from the place where it originated and it 
can be determined which person’s negligence caused such fire, such person is guilty of 
a misdemeanor.” 
 
HSC §13001 states: 
 
“Every person is guilty of a misdemeanor who, through careless or negligent action, 
throws or places any lighted cigarette, cigar, ashes, or other flaming or glowing 
substance, or any substance or thing which may cause a fire, in any place where it may 
directly or indirectly start a fire, or who uses or operates a welding torch, tar pot or any 
other device which may cause a fire, who does not clear the inflammable material 
surrounding the operation or take such other reasonable precautions necessary to 
insure against the starting and spreading of fire.” 
 
Both Mr. Porter and Mr. Steuterman, who are trained and qualified professionals in a 
vegetation management related field, found that the failure of the imbalanced 
Eucalyptus tree caused the fire. VM professionals inspecting and working for PG&E 
                                                            
37  Id. 
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should have reasonably been able to identify and mitigate the hazardous tree prior to 
the fire. 
 
 

V. Conclusion 
 
Based on the evidence reviewed, SED found three violations of GO 95 by PG&E: 

 
• GO 95, Rule 31.1, for PG&E’s failure to maintain its 12 kV overhead conductors 

safely and properly. PG&E did not identify a hazardous tree condition and take 
the appropriate steps to prevent the subject Eucalyptus tree from striking the 
overhead conductors. SED found that PG&E did not document the subject 
Eucalyptus tree for trim or removal. 

 
• GO 95, Rule 31.1, for PG&E’s failure to maintain VM inspection records related 

to a 2015 CEMA inspection38 according to best practices. PG&E could not locate 
records related to this inspection and notified SED of the lost record on March 
30, 2018. 
 

• GO 95, Rule 31.1 for PG&E completing work order #10389184839 15 days late. 

If SED becomes aware of additional information pertaining to this incident that could 
modify SED’s findings in this Incident Investigation Report, SED may re-open the 
investigation and may modify this report or take further actions as appropriate. 

 

VI. Attachments 

Attachment A – CAL FIRE Investigation Report – Case No. 17CALNU010050 

Attachment B – CAL FIRE Arborist Report by Mark Porter 

Attachment C – CAL FIRE Forester Report by Jeremiah Steuterman 

Attachment D – PG&E Work Order #103891848 

Attachment E – PG&E Data Request Response (In Response to Data Request 
#1, Question 10) 

 

                                                            
38  Bates PGE‐CPUC_DR‐112117_Common_Q10_part3. 

39  Bates PGE‐CPUC_00020174_CONFIDENTIAL. 
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Electric Overhead Tag Notification #: 103891848 

Priority: E          Sub Priority: M PM Order #: 30742010 

Date Identified: 06/02/2009 Date Required: 12/31/2009 

Identified in Field By: KLLA Plat: 113223 

Street Address: 8545 SONOMA HWY 12 Circuit: 04307-1101, DUNBAR 

SSD: 1261 

City: KENWOOD Equipment #: 

Cross Street: ADOBE CANYON RD Pin #: 

Division: North Coast (S) Pole #: 

Latitude: OIS #: 

Longitude: SAP Func. Location: ED.44-1132230000 

Description: REPL XARM - 8545 SONOMA HWY 12, SAP Equipment: 

KENWOOD                              Accessibility Tier: 

Item Details 

Facility Type Damage Cause Action 

Item 1 CRSS Crossarm BROK Broken/Damaged UNKN Unknown REPL Replace 

[] Completed [] Canceled 

Item 2 MOLD Molding MISS Missing UNKN Unknown REPL Replace 

[] Completed         [] Canceled 

User Status 
[] Pole Test Sheet 

Conductor/Operating Information Field Identification Field Condition (Exposure) Field Condition (Accessibility) Other 

Status Description Status Description Status Description Status Description Status Description 

SERV Service INSP Inspection COMP Completed 

OH Overhead 

Job Estimates Issued To 

Est. Total Hrs. to Complete: 0 Est. Electric Crew Size: 03 VVTC: 605, 2AA_Genl Repl_No Est OH 

Main Work Center: STROSA, Santa Rosa Gas Crew Size: 00 MAT: 2AA, OH Genl Repl 

Funded Repair Date: 

Reviewed By: Date of Field Review: 

Canceled in Field By (LAN ID): ~ If No LAN ID Last Name, First Name: Completed or 

Complete or Cancel Date: 01/14/2010 ActualHours: 12.00 *CheckOne: PG&ECrew [] T-Man [] Contractor [] 

*Check One: Completed [] Canceled [] Found Completed Upon Arrival [] 

Signature: 

I verify that all maintenance on this notification is addressed (completed, canceled, or found completed upon arrival) 

*Public Safety & Regulatory Reviewer: If notification was canceled, check one (required}: 

[] CONV: Converted to another Notif-Type [] DUtvlM: "Dummy" for order only [] DUPL: Duplicate EC for Same Location 

[] EROR: Created in Error (Desk Cancelation) [] NCOA: All Found Completed/Resolved on [] NOCR: No Compelling/Regulator Condition 
Arrival                                      Exist 

[] PROG: Completed under another Program 

List of Tasks on Notification 

Completed Completed By: LIEU Completion Date: 01/14/2010 

Printed By: HJG4, 07/31/2018 Page 1 of 3 Notification #: 103891848 

CONFIDENTIAL PGE-CPUC 00020174 

Adobe 089



Electric Overhead Tag Notification #: 103891848 

Prioritv: E          Sub Prioritv: M PM Order #: 30742010 

Date Identified: 06/02/2009 Date Required: 12/31/2009 

Field Comments: 

Comments 

07/02/2009 14:26:12  (SXBF) Phone  

LOC: 218429527867 

BTA/LTA - YES. 8’ XARM ON THIS POLE IS BROKEN. MADE TEMP REPAIR WITH A 

SLING. ALSO REPLACE WOOD GROUND MOLDING. CONTRACTOR WORKING ON HOUSE 

SAID CUSTOMER IS PLANNING TO PUT ELECTRIC UNDER GROUND. SEE PHOTOS. 

11/06/2009 13:24:14  (LJL3) Phone  

PER  CUST STILL NOT READY - XARM CAN’T WAIT 

TAG TO W&R TO SCHEDULE 

11/09/2009 07:47:49  (SAGO) Phone  

TAG FILED IN EPCM FILES SAGO 

11/18/2009 10:10:09  (LJL3) Phone  

CLICK SCHEDULED FOR 12/14/09 

11/19/2009 11:55:05  (LJL3) Phone  CHANGED FROM 

OLD PRIORITY G TO NEW PRIORITY E 

12/30/2009 10:47:12  (LJL3) Phone  

CLICK SCHEDULED FOR  1/14/2010 R EXPEDITE 

12/30/2009 13:59:28  (SAGO) Phone  

JOB HANDED OFF TO  FOR WK OF 1-11-10 

01/15/2010 13:28:04  (PDS8) Phone  

GATE COMBO  

BAD ORDER CROSSARM REPLACED WITH PART 4, REBUSS TRANSFORMER. 

COMPLETED PER 1/14/2010 (12 HRS) 

03/05/2014 07:27:42  (J2N2) Phone  

30742010E Mapping Received As-Built package 

03/05/2014 07:27:45 (J2N2) Phone  

30742010E Mapping Completed map & record posting, pending lead review 

03/05/2014 07:27:47  (J2N2) Phone  

30742010E Mapping Completed, job filed 

03/04/2018 19:02:40 PST  (MAR4) Phone  

"2/27/2018-ml p3; Backlog Order Close; ZKOD clear, construction 

completed, mapping DC10 with LANID completed, all closing 

criteria met, orders reviewed by triage analyst team. WO0000003508887" 

Printed By: HJG4, 07/31/2018 Page 2 of 3 Notification #: 103891848 

CONFIDENTIAL PGE-OPUC 00020175 
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[Old 

Broken/Damaged Repair E Burnt E Broken/Damaged Replace E Broken/Damaged Repair 

Replace E Corroded E Flashed Replace E Replace 

Corrod ed Repair E 
-- ~- -- i i i Leaks/Seeps/Weeps Repair ~J 

Replace E Temp Differential E Broken/Damaged Replace F Replace 

Missing Install F F Missing Install F Test 

Soil/Erod ed/Grad ed Adj u st F ,~111111 i[, ~1~1~11 Ik’lii ~.~,: 

Replace F Broken/Damaged E Broken/Damaged Repair F    Guarding Missing Install 

i i E X Replac~ --~-- 
Mitigation Missing Install E Burnt E Loose Adjust F    Clearance Impaired Remove 

i i - ~-- Missing Instal~ -~- 
Bird Protection Replace    E Decayed/Rotten 

-- ~-- 
III Broken/Damaged Repair 

in E    Bird Prot Required Install E Replace I E 

Broken/Damaged Replace F i in Graffiti Paint E    Missing Install I E 
Burnt Replace E Broken/Damaged E Idle Facilities De-En er~ --~--- i 
Decayed/Rotten Replace F E Remove F 

Broken/Dam aged Repair I E 

i i 
Clearance Im paired F Transfer F 

Replace I E 

Broken/Damaged       Repair         E    Flashed                             E    Lim ited Access         Inspect        B 
Bonding Broken         Repair        I E 

Replace E E Patrol E 

au rnt Repair E i i i Rein ov~ - Y- i 
Broken/Dam aged       Replace       I E 

Excessive Operation     Overhaul       E    Broken/Damaged                     E    Obstructed            Inspect        B 
Loose                Replace       I E 

Leaks/Seeps/Weeps Clean    E Missing              E 

inn                  i Repair E i in Broken/Damaged Re-Frame E 
Broken/Damaged Repair I E 

Replace F Broken/Damaged E Repair E 
Replace I ~ 

I I I II Replace E 
Broken/Dam aged Repair E Broken/Damaged B Pole Stub E Corroded Replace I E 

Replace E B 
Burnt Repair E 

Flashed Repair I E 

Replace I E 
Burnt Repair E 

Exposed 
F Replace E Idle Facilities Remove I p 

Replace E Missing E 
Pole Stub E 

Overloaded Test I E Leaks/Seeps/Weeps     Clean          B                                            Clearance Im paired      Repair         E 
Leaks/Seeps/Weeps     Clean         I B 

Repair         E    Broken/Damaged                     E                         Replace        E 
Repair        I ~ 

Replace E E 
Decayed/Rotten Pole Top Repair 

E 
I E 

i i 
Clearance Im paired F Replace 

Obstructed Adjust F    Corroded E Repai~ -- ~--- i 
Replace F E Replace E Clearance Im paired Rem ove I E 

i i Loose F Pole Stub E Trim I ~ 

Broken/Damaged Repair E Missing F Idle Facilities Remove F Decayed/Rotten Install CL Pole 
IE 

Replace E Overgrown F Leaning Adjust F Overgrown Remove I E 
Burnt Repair F Strain/Abrasion F Replace F 

Trim I E 
Replace F F Overloaded Replac~e _~E__ 

~~ i 
Clearance Im paired Adjust E i II Test E Broken/Damaged Repair 

Install CL Pole F Missing F No Safe Accessto Pole Inspec~ --~--- Replace IE 
RayChem E i in 

WoodpeokerDamage Assessment E 
~~ i 

Bird Prot Req u ired E i i i Broken/Dam aged Repair I 
Floater               Repair         E 

Broken/Damaged                     E    Broken/Dam aged       Repair         E 
Idle Facilities           Remove        F 

E                         Replace        E 
Im proper Connection    Adjust         E 

Loose                              E    Excessive Operation      Overhaul       E 
Overloaded            Test           F 

Missing                             E    Flashed               Repair         E 
Sag/Clearance Adjust F i in Replace E 

Replace F 
Missing F Leaks/Seeps/Weeps Clean E 

i in Repair E 

Broken/Damaged E Replace E 

Flashed --~-- mmm 
F Animal 1"~ Bird PrimarySquatter F Broken/Damaged Repair E 

I’~ Equip Failed ~" Fire F Replace F 

[--" Lightning 1~ Pole Rotten Secondary Squatter E Flashed Repair E 

i~ Third Party ~" Tree Branch E Replace F 

F Tree Contact F TreeFell 

~ Unknown ~" Burnt E    Interference Repair E 

Clearance Im paired E Replace E 
All FDA’sidentified in field 
Priority = Default Priority for B, E, G, & F-Reg u latory FDA’s 
Cornp = Check if completing FDA in Field 

Printed By: HJG4, 07/31/2018 Page 3 of 3 Notification #: 103891848 

CONFIDENTIAL PGE-CPUC 00020176 
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 PACIFIC GAS AND ELECTRIC COMPANY 
October 2017 Wildfires 

CPUC Data Request – Common 
 

Requesters: Leslie L. Palmer and Nicholas Sher 
Request Date: November 21, 2017 

 
 
Question 10 – Part 3: 
Please provide all Vegetation Management records (Records for request 7 & 8) for subject 
circuit(s) for the past five (5) years. 
 
 
Response to Question 10 – Part 3: 
PG&E’s initial response to this question was sent on February 28, 2018 and included copies of 
PG&E’s Vegetation Management (VM) inspection records, work requests, and vegetation 
control inspection records for the incident locations, as defined by the CPUC’s December 7, 
2017, letter completed between October 8, 2012 and October 8, 2017.  The response also stated 
that PG&E was continuing to compile hard copy inspection maps associated with the increased 
VM inspection activities, also known as enhanced ground patrols, for the incident locations in 
the last five years.   
 
PG&E is now producing the hard copy inspection maps associated with the drought-related, 
increased VM inspection activities (enhanced ground patrols) for the incident locations in the 
Bates number range PGE-CPUC_00012586 – PGE-CPUC_00012651.  Please note that, as 
requested, PG&E is only producing the map pages that include information about the incident 
locations.  In all cases, the produced map covers patrol areas beyond the incident locations.  Also 
note that records pertaining to LiDAR and/or spectral imagery data collected at incident 
locations are provided in response to Question 14. 
 
In addition to the enhanced ground patrols documented in these hard copy inspection maps, 
PG&E’s Project Management Database (PMD) indicates that the following drought response 
patrols were also completed on the subject circuits in the last five years.  After a reasonable 
search of its records, PG&E is unable to locate the maps for these patrols.  As such, PG&E 
cannot definitively determine whether the precise incident locations were included in these 
patrols.  PG&E’s VM records at these incident locations, produced with its initial response to 
this question on February 28, 2018, indicate that no work was prescribed during these enhanced 
ground patrols.   

• Adobe (Incident No. 171010-8558): 2015 CEMA WUI Patrol 
• Lobo (Incident No. 171012-8565): 2014 CEMA Patrol 
• Potter Valley (Incident No. 171009-8553): 2016 CEMA WUI Patrol 
• Sulphur (Incident No. 171011-8562): 2016 CEMA WUI Patrol 

 
 
Response provided by: 
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 Principal, Vegetation Management, 245 Market Street, San Francisco, CA 
91405 
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