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CALIFORNIA PUBLIC UTILITIES COMMISSION 
Safety and Enforcement Division 

Electric Safety and Reliability Branch 
 

Incident Investigation Report 

Report Date: May 6, 2019 

Incident Number: E20171020-06 

Utility: Pacific Gas and Electric Company (PG&E) 

Date and Time of the Incident: October 8, 2017, 2234 hours 

Location of the Incident: 13916 Cascade Way 

 Browns Valley, CA  
 County: Yuba 

Fatality / Injury: Four fatalities 

Property Damage: $3,000,000 (PG&E restoration costs) 

Utility Facilities Involved: Bangor 1101, 12 kV Circuit 

Violation: Yes  

I. Summary  
 
On October 8, 2017, at approximately 2234 hours, two PG&E 12-kV overhead conductors 
contacted each other and ignited the “Cascade Fire”, at 13916 Cascade Way in the city of 
Browns Valley in Yuba County. The Cascade Fire burned 9,989 acres of land, destroyed 264 
structures, damaged 10 structures, and resulted in four fatalities. The Cascade Fire is part of 
the Wind Complex, which consists of four different fires: Cascade, La Porte, Lobo, and 
McCourtney. 
    
SED’s investigation found that two PG&E 12-kV overhead conductors contacted each other 
and created an electrical arc which caused the ignition of the fire.  
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Based on SED’s review, SED found that PG&E violated the Commission’s General Order (GO) 
95, Rule 38:  
 

GO Rule Violation(s) 

GO 95, Rule 38 Conductor clearance not maintained 

  

A. Rules Violated 
 

GO 95, Rule 38 Minimum Clearances of Wires from Other Wires, states in part: 
 
“The minimum vertical, horizontal or radial clearances of wires from other wires shall not 
be less than the values given in Table 2 and are based on a temperature of 60°F and no 
wind.   
 
The minimum value allowed between two 12-kV conductors on the same crossarm is 6 
inches per Table 2, Case 17E.”   

B.  Witness(es)  
 
No. Name Title 
1 Ivan Garcia CPUC Lead Investigator
2 Brandon Vazquez CPUC Investigator

3 Mike Rufenacht 
Battalion Chief, California Department of 
Forestry and Fire Protection (CAL FIRE)

4 Charles Filmer PG&E, CPUC Reporting

5  
PG&E Supervisor Vegetation Management, 
North Valley

6 John Dailey PG&E Law Claims
7  Exponent Failure Analysis
8 Chris Sieglock Sieglock Law

9 
Jonathon 
Joannides Wilson Sanghi Goodrich and Rosati Law

10 Kristen Riano Wilson Sanghi Goodrich and Rosati Law
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C. Evidence  

 No. Source Description
1 PG&E Initial Online Incident Report, 10/20/17
2 CPUC Field visit report and Photos, 10/26/17
3 CPUC Field visit report and Photos, 4/20/18
3 PG&E 20-day Incident Report, EI171008O, 11/17/17  
4 CPUC Data Request #1, 11/21/17
5 PG&E  Data Request Response #1, 12/29/17 through 6/29/18
6 CPUC  PG&E Evidence Inspection, 6/11/18
7 CPUC Data Request #2,7/19/18
8 PG&E Data Request Response #2, 8/3/18 through 9/21/18
9 CPUC Data Request #3, 8/16/18

10 PG&E Data Request Response #3, 8/31/18 through 9/21/18
11 CALFIRE Fire Report 17-CA-NEU-026269, 10/9/18 
12 CPUC CAL FIRE Evidence Viewing Photos, 10/9/18 
13 CPUC  Data Request #4, 10/19/18
14 PG&E  Data Request Response #4, 11/15/18 through 12/14/18
15 CPUC Data Request #5, 1/3/19
16 PG&E Data Request Response #5, 1/25/19 through 2/6/19
17 CPUC Data Request #6, 2/8/19
18 PG&E Data Request Response #6, 2/15/19 through 3/15/19
19 CPUC Data Request #7, 2/25/19
20 PG&E  Data Request #7 Response, 3/18/19

 
II. Background 
 
On January 17, 2014, Governor Edmund G. Brown Jr. proclaimed a State of Emergency and 
directed state officials to take actions to mitigate conditions that could result from the drought 
and cause a fire. On February 18, 2014, in response to the proclamation, SED issued a letter 
to PG&E directing PG&E to take all practicable measures to reduce the likelihood of fires 
caused by utility facilities, including, increasing inspections, taking corrective actions and 
modifying protective schemes. On June 12, 2014, the California Public Utilities Commission 
(CPUC) issued Resolution ESRB-4 directing all Investor Owned Electric Utilities (IOU) to take 
remedial measures to reduce the likelihood of fires started by or threatening utility facilities. On 
October 30, 2015, Governor Edmund G. Brown Jr. declared a Tree Mortality State of 
Emergency due to tree mortality caused by the state’s prolonged drought and bark beetle 
infestations. 
 
On October 8, 2017 at approximately 2303 hours, a vegetation fire occurred near 13916 
Cascade Way in Brown’s Valley. The fire affected PG&E’s Bangor 1101, 12 kV circuit and 
customer-owned electric equipment. The Cascade Fire burned 9,989 acres of land, destroyed 
264 residences and outbuildings, and resulted in four fatalities. The Cascade Fire is part of the 
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Wind Complex, which consists of four different fires: Cascade, La Porte, Lobo, and 
McCourtney.   
 
The closest remote automated weather station is Bangor RAWS located at 5895 LaPorte Road 
approximately four miles from the vegetation fire address. The wind gusts recorded at the 
initial time of the fire were at 29 miles per hour (mph).   
 
 

 
 

Figure 1. Aerial View of the Cascade Fire (Source: CAL FIRE) 
 
III. SED Review and Analysis 

 
A. PG&E’s Distribution Facilities Inspection Program 

 
i. Overhead Patrols and Detailed Inspections 

 
General Order 165 requires biennial patrol inspections and detailed inspections at five-year 
intervals for rural areas, such as the incident location. Rural areas are defined by GO 165 as 
“those areas with a population of less than 1,000 persons per square mile”.  
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GO 165 defines a patrol inspection as a “simple visual inspection” meant to identify “obvious” 
problems and hazards and may be carried out in the course of other company business. GO 
165 defines a detailed inspection as one where facilities are “carefully examined” to gather and 
record conditions of overhead facilities.  
 
For the incident area, SED reviewed PG&E’s 20151 and 20172 distribution patrol inspection 
and PG&E’s 20093 and 20144 detailed inspection documentation. As a result of the patrol 
inspections, no conditions or issues were documented. PG&E performed its 2017 patrol 
inspection of the incident area on September 22, 2017, which was just 16 days prior to the 
start of the Cascade Fire on October 8, 2017.  
 
For the 2009 detailed inspection, PG&E found no abnormal conditions. PG&E also stated that 
there were no abnormal conditions found in the 2014 detail inspection. However, PG&E did 
identify five items of minor work that were completed. According to PG&E’s 2016 Electric 
Distribution Preventive Maintenance (EDPM) Manual, minor work is defined as maintenance 
work and/or repair activities that can be accomplished safely and efficiently at the site of the 
electric distribution facility by the Compliance Inspector. The five minor work items identified 
included work on four guys (adjust, repair, trim) and removal of one third party sign. These 
completed repairs were done on various poles near the incident area but not at the subject 
poles.   
 

ii. Intrusive Pole Inspection  
 
SED review PG&E intrusive inspections for the subject poles.  An intrusive inspection is the 
act of drilling a hole in the pole and using an approved shell thickness gauge to determine the 
internal condition of the pole.  The two poles that held the two 12-kV conductors were PG&E 
poles #101288638 and #101288646.   
 
The first pole, #101288638, was a Douglas Fir tree, Class 4, 45-foot pole manufactured in 
1979, and installed in 1980. The intrusive inspection was conducted on October 22, 2007.5  
The pole passed the intrusive inspection and had a circumference of 37 inches.   
 
The second pole, #101288646, was a Western Ponderosa Pine tree, Class 4, 40-foot pole 
manufactured in 1979 and installed in 1980. The intrusive inspection was conducted on 
October 22, 2007.6  The pole passed the intrusive inspection and had a circumference of 39 
inches.   
 

                                                            
1  Bates PGE‐CPUC_00008157 

2  Bates PGE‐CPUC_00008152 

3 Bates PGE‐CPUC_00008158‐00008159 

4 Bates PGE‐CPUC_00008144‐00008145 

5 Bates PGE‐CPUC_00006210 

6 Bates PGE‐CPUC_00006212 
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B. PG&E’s Vegetation Management Program 
 
There was no overhead vegetation involved at the Cascade incident cite, but SED did review 
vegetation management records that PG&E provided in its data responses. 
SED reviewed PG&E’s vegetation management documentation for the previous five years prior 
to this incident. Although vegetation was not involved in the Cascade Fire, SED reviewed the 
documented inspections and accompanying vegetation work orders. PG&E performed 
vegetation management activities on the Bangor 1101, 12 kV circuit at 13916 Cascade Way in 
2013, 2014, 2015, 2016, and on September 30, 2017. 
 
There are three trees identified for vegetation management activities at this address.  They 
are two Blue Oak trees and one Gray Pine tree. SED did not find any issues with the 
vegetation management records for these three trees. They were inspected annually and had 
routine trims completed.   
 

C. PG&E’s Infrastructure Conditions 
 
The two subject conductors involved in the incident were insulated, size 4 American Wire 
Gauge (AWG), Aluminum Conductor, Steel Reinforced (ACSR) and were part of PG&E’s 
Bangor 1101 12 kV circuit. They spanned approximately 102 feet, seven inches between 
poles, and were installed in 1980. The northernmost pole has a 25-kVA transformer installed 
which services to a customer owned pole, and then to the home at 13916 Cascade Way. The 
next pole to the south is where the main line circuit runs through. The picture in Figure 2 below 
shows the two sagging subject conductors facing north as found by CAL FIRE on October 9, 
2017. 
 
 

 
  

Figure 2. Northern Subject Transformer Pole and Sagging Conductors (Source: CALFIRE) 
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On October 26, 2017 at approximately 1420 hours, SED met with PG&E’s Charles Filmer and 
 at 13916 Cascade Way in Browns Valley. SED was escorted by PG&E 

through a locked gate to the incident scene. At the scene,  stated that CAL FIRE 
had sectioned off two poles and had taken the two primary conductors between the two poles 
for evidence. In addition, he stated CAL FIRE took a service drop to a customer owned pole 
and the service panel to that home for possible power theft.    
 
SED walked the primary main line starting from the south pole at the incident site and did not 
see any clearance issues with the trees or vegetation. SED observed the northern transformer 
pole, for which the two primary conductors were missing. (Figure 3)   
 
SED observed that there was no vegetation near where the conductor span was taken by 
CALFIRE. (Figure 4) SED believes that this fire was not vegetation related. 
 
SED observed that the customer owned pole had been burnt in the fire next to a mobile home.  
The area was full of old cars and car debris that were believed to have once been a collection 
of the homeowner.  mentioned that the owner of the property had passed away 
about a year ago and that he did not know who was living there at the time of the incident.    
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Figure 3. North and South Poles at 13916 Cascade Way, with two primary conductors 

missing. 
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Figure 4. The two subject poles cleared of vegetation. 

 
On November 10, 2017, at approximately 0900 hours, SED met with PG&E’s Law Claims 
representative, Jon Dailey, for an evidence collection at the site of the Cascade Fire.  PG&E 
took down a 25-kVA transformer and removed a 40-foot, Class 4 wooden pole for evidence. 
(Figure 5). After the transformer was brought down, SED did a visual inspection and found no 
oil leaks or excessive corrosion on it. (Figure 6)  
 
The wooden pole was cut into six pieces for loading onto a truck. The pole bottom was 
measured at approximately 5 feet deep, which would put the height of the pole at about 35 feet 
at the time of the incident. The pole had a detailed test and treat decal with an inspection date 
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of 2007. SED observed the pole top did have some minor damage but nothing to suggest it 
was hollow or rotten on the inside.   
 
Mr. Dailey mentioned to SED that four connectors and two fuses were taken from the site for 
evidence by PG&E. The two fuses were taken from the transformer pole. These fuses were not 
blown. Two connectors from the transformer pole and two connectors from the southern pole 
on the main line were also collected for evidence.   
 
Mr. Dailey also stated that the 25-kVA transformer and the transformer pole would be taken 
and stored at Mayle Iron Mountain Facility at 1350 West Grand Ave. in Oakland.   
 

 
 

Figure 5. The subject 40-foot, Class 4 wooden pole. 
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Figure 6. The subject 25-kVA transformer. 
 
SED also investigated the burned area where the customer pole was and observed a green 
extension cord which connected to the trailer that burned down. The green extension cord 
looked like it may have been connected to the service panel. Per PG&E, the service panel was 
gone and had already been collected by CAL FIRE.   
 
PG&E informed SED of another evidence collection at 14034 Cascade Way in Brown’s Valley. 
This location was on the same circuit, Bangor 1101 12-kV as the first location at 13916 
Cascade Way in Browns Valley. The two locations are separated by approximately 0.3 mile.  
On April 20, 2018, at approximately 0900 hours, SED met with PG&E’s Law Claims 
representative Jon Dailey for an evidence collection at this site. SED also met with attorneys 
and fire investigators for PG&E and for victims of the Cascade Fire.   
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SED observed PG&E take down a customer pole measured at about 25 feet and 1 ½ inches in 
length. PG&E lineman cut the jumpers from the transformer pole and isolated the customer 
pole for removal. 
 
After PG&E removed the customer pole, they pieced out the pole into four sections and loaded 
them on a truck for collection. They also removed and collected the Smart Meter for the 14034 
Cascade Way address, a burnt dryer, and wiring left from the burned debris.   
 
SED noticed what seemed to be burnt washer and dryer equipment in a burned down 
washroom. PG&E’s Fire Investigator,  of Exponent Failure Analysis was 
conducting his investigation and took several pictures of the scene and of the evidence that 
was being removed.   
 
The customer’s service pole powered a washroom. SED also noticed a customer made 
underground cable that extended a few hundred feet up a hill to a power pedestal that seemed 
to service at least two rooms for growing crops. The underground cable was not PG&E’s and 
looked like an illegal installation.   
    
SED could not determine whether the customer’s Smart Meter was tampered with. PG&E 
collected all the evidence to investigate if the customer equipment was involved in the 
Cascade Fire.   
 
Mr. Dailey stated that the evidence taken at 14034 Cascade Way, Browns Valley on April 20, 
2018 would be taken and stored at Mayle Iron Mountain Facility at  

   
 
SED has asked PG&E in data requests to provide its investigation reports for both 13916 
Cascade Way and 14034 Cascade Way evidence collection locations.  PG&E has refused to 
provide its investigation reports by stating, “PG&E is investigating the incident location, 
including retaining experts, in preparation for litigation. At this time, this investigation, including 
the work performed by those experts, is privileged.”7 
 

D. PG&E’s Equipment Operations and Maintenance 

SED investigated compliance with GO 95, Rule 31.1 during their review of PG&E distribution 
equipment operations and maintenance records for the protection devices below. 
 

 
 

                                                            
7 Bates PGE-CPUC_DR-081618_Cascade1_Q03 
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Figure 7. Diagram showing the configuration of protection devices upstream of incident 
span/Area of Interest at the time of the incident. Not drawn to scale. (Source: 
PG&E)8 

 
The incident span was protected by fuse 17841, immediately upstream. As one progresses 
upstream from fuse 17841, four other protection devices are in place before the final source 
Bangor-1101 Circuit Breaker (CB): 

1. Fuse 5211  

2. Line Recloser (LR) 7446 

3. LR 1806 

4. LR 31502 

5. Bangor-1101 CB 

Fuse 17841, located at the branch from the main circuit line near the intersection of Cascade 
Way and Neptune Road, consists of 10 Amp fuses for each of the conductors. 
 
 
 
 
 

 
                                                            
8  Bates number 2018.05.18 Amendment CPUC Cascade Factual Report. 

Main line

To Substation 

Fuse 5211

N

Fuse 17841
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Figure 8. Map showing the approximate locations of protection devices upstream of incident 
span/Area of Interest. Not drawn to scale. (Source: PG&E)9 

 

 
Figure 9. SCADA plot of load data recorded at Bangor-1101 CB on October 8, 2017 from 2158 

hours to 2323 hours. 
 

i. Event Timeline 
 
The Bangor substation was energized until PG&E’s Colgate-Palermo 60kV circuit, feeding 
power to the substation, was automatically de-energized due to a fire impacting the Colgate-
Palermo circuit at approximately 2322 hours. While the Bangor-1101 circuit was energized, 
LR-1806, LR-31502 and the Bangor CB-1101 had data recording capability prior to and for a 
limited duration of the fire. SED reviewed the Supervisory Control and Data Acquisition 
(SCADA) load and event data recorded at the equipment listed above for October 8, 2017. 
Although LR-7446 was the closest device, it did not have SCADA capability so SED compared 
readings from LR-1806. SED compared SCADA events and load readings from the LRs with 
SCADA capability to data recorded at the source Bangor CB-1101. 
 
October 8, 2017 
2154 hours – LR-31502 reports above minimum-to-trip alarm.10 
 

                                                            
9  Bates number PGE‐CPUC_00023061_CONFIDENTIAL Cascade. PGE‐CPUC_00017477_CircuitMap_AU114‐
M_24x36_500_CONFIDENTIAL. PGE‐CPUC_00017356_CircuitMap_AT114‐p_24x36_500_CONFIDENTIAL. 

10  Bates PGE‐CPUC_00007881. 

Approx. fire 

start – 2303 

2323 hours – 

zero load 
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2258 hours – LR-31502 reports above minimum-to-trip alarm.11 
 
2200 hours – PG&E smart meter downstream of fuse 5211 records zero volts.12  
 
 
2257 hours  

• 9 of 13 Smart Meters downstream of fuse 17841 record a power failure.13 
According to PG&E, this is an inferred time stamp.14  

• 21 of 25 Smart Meters downstream of fuse 5211, but not downstream of fuse 
17841, recorded a power down event.15 According to PG&E, the Smart Meter 
events for the 21 Smart Meters were also inferred time stamps.16  

• LR-1806 and LR-31502 report above minimum-to-trip alarms.17 

 
2300 hours – Approximate fire ignition time. Yuba Sheriff dispatch receives call about 
the Cascade fire from 13852 Cascade Way.18 
 
2308 hours – A momentary outage occurred at Bangor substation.19 
 
2309 hours – A reverse power flow is detected at LR-31502. Also, SCADA at the LR reports 
phase A is energized while phase C reports offline.20 
 
2316– 2322 hours – Colgate-Palermo 60kV transmission line feeding Bangor substation 
experiences 3 additional momentary outages during this time frame (2316, 2318, and 2320 
hours) and automatically de-energized at 2322 hours.21 
 

                                                            
11  Id. 

12  Bates 2018.05.18 Amendment CPUC Cascade Factual Report and PGE‐CPUC_DR‐10192018_Cascade_Q03. 

13  Bates PGE‐CPUC_DR‐10192018_Cascade_Q05 and PGE‐CPUC_00023044. 

14  Bates PGE‐CPUC_DR‐10192018_Cascade_Q05. Internal clocks are reset and may result in accurate 
timestamps on some events. 

15  Bates Cascade Supplement 12‐31, PGE‐CPUC_DR‐10192018_Cascade_Q06 and PGE‐CPUC_00023046. 

16  PGE‐CPUC_DR‐10192018_Cascade_Q06. Internal clocks are reset and may result in accurate timestamps on 
some events. 

17  Bates Cascade Supplement 12‐31, PGE‐CF_00137638, PGE‐CF_00137639 and PGE‐CPUC_00007881.   

18  Bates Cascade Supplement 12‐31. 

19  Bates PGE‐CPUC_00013569_CONFIDENTIAL. 

20  Bates PGE‐CPUC_00007881. 

21  Bates PGE‐CPUC_00013569_CONFIDENTIAL. 
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2323 hours – All phases reported offline by SCADA at LR-31502.22 
 
October 9, 2017 
1930 hours – PG&E manually opened LR-31502 while the circuit was de-energized.23 
 
1958 hours – PG&E re-energized Bangor substation but LR-31502 remained open.24 
 
October 12, 2017 
1258 hours – PG&E troubleman reported fuse 5211 open.25 
 
October 13, 2017 
1314 hours – PG&E manually closed LR-7446 on a de-energized line. Unable to determine 
when it opened.26 
 
1934 hours – PG&E troubleman reported fuse 17841 open.27 
 
October 17, 2017 
After CAL FIRE retained evidence at the incident location and cleared the site, PG&E 
measured the conductor span length to be approximately 100 ft. PG&E observed damage 
midspan on the secondary service conductor. 
 

End of Timeline 
 
Prior to the fire, PG&E set LR-7446 to trip open for a ground fault above 100 Amps and for a 
phase fault above 200 Amps.28 A PG&E troubleman found the device open so a fault large 
enough automatically opened the device since no other records show a manual operation of 
the device. The fact that the device was open means that two conductors contacting may have 
caused a phase to phase fault large enough to trip open the device. Also, reverse power flow 
was detected at LR-31502 which further supports that there was contact between energized 
conductors. Since no vegetation or facility failures occurred on the span, it is likely that the 
phase to phase fault caused the device to open and deposited molten metal found on the 
ground. 
 

Based on the SCADA records and Smart Meter data reviewed, SED did not identify a violation 
regarding PG&E’s distribution equipment operations and maintenance. 
 

                                                            
22  Bates PGE‐CPUC_00007881. 

23  Bates 2018.05.18 Amendment CPUC Cascade Factual Report and PGE‐CPUC_00013769_CONFIDENTIAL. 

24  Id. 

25  Bates 2018.05.18 Amendment CPUC Cascade Factual Report and PGE‐CPUC_00013670_CONFIDENTIAL. 

26  Bates 2018.05.18 Amendment CPUC Cascade Factual Report and PGE‐CPUC_00013542_CONFIDENTIAL. 

27  Bates 2018.05.18 Amendment CPUC Cascade Factual Report and PGE‐CPUC_00013552_CONFIDENTIAL. 

28  PGE‐CPUC_00024128. 
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E. Other Field Observations and Review of Physical Evidence 
 
On October 9, 2018, SED met with CAL FIRE Battalion Chief Mike Rufenacht in Auburn to 
view the evidence CAL FIRE kept from the Cascade Fire. Chief Rufenacht stated the two 
conductors between the two subject poles at the 13916 Cascade Way address were found 
sagging and that they contacted each other during the wind event. The fire pattern underneath 
the north and south utility poles at this location showed advancing fire indicators going away 
from the area below the conductors in the dead and dry grasses. CAL FIRE identified this 
location as the Specific Origin Area (SOA). The SOA contains the ignition area and the initial 
stages of the fire.    
 
On October 17, 2017, Chief Rufenacht asked PG&E to remove the two 12-kV conductors from 
the two poles. PG&E cut down the conductors and CAL FIRE rolled the conductors together as 
they were lowered down. The conductors did not touch the ground as they were lowered, and 
CAL FIRE placed plastic bubble wrap to protect the area in which there appeared to be 
damage to each conductor. Chief Rufenacht commented that it was hard to see any damage 
or burn marks on the conductors with the naked eye and that he had used binoculars to see 
the markings.   
 
SED did not know that the conductors were sagging and had contacted each other during the 
wind event until this meeting with CAL FIRE took place. SED had focused its investigation on 
the customer pole and facilities that were left at the incident site on 13916 Cascade Way as 
the possible cause of the Cascade Fire. SED also was investigating for the cause of the fire at 
the 14034 Cascade Way address from which PG&E had collected evidence of another 
customer’s facilities which included a Smart Meter, dryer, and wiring at the home on April 18, 
2018.   
 
SED took pictures of the burnt east and west conductors at CAL FIRE’s Auburn Fire Station.  
The burn marks on each conductor are evident of a contact. (Figure 7, Figure 8) Chief 
Rufenacht stated the contact occurred at about half distance between the poles, which would 
have been an approximate distance of 51 feet from each pole.   
 
SED asked CAL FIRE about the 14034 Cascade Way location and if it was related to the 
cause of the Cascade Fire. Chief Rufenacht stated that the fire at this area was from a 
controlled burn. A dozer, Dozer 2341 (Figure 1) was used just north of this location and a CAL 
FIRE crew put fire on the ground to improve the fire line. A dozer line is constructed by blading 
the ground. The blades remove flammable plant material down to bare soil. The fire happened 
to reach the customer’s facilities at 14034 Cascade Way, but the customer’s facilities were not 
the cause of the Cascade Fire. 
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Figure 10. East conductor with burn mark. 

 

 
Figure 11. West conductor with burn mark. 
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IV. CAL FIRE Investigation 

CAL FIRE’s investigation report, 17CANEU026269 determined that the cause of the Cascade 
Fire was due to line sag during the October 8, 2017 wind event. The report concludes, “Based 
on my knowledge, training, and experience, 911 audio, witness statements, and evidence from 
the Cascade Fire, I believe the cause of the Cascade Fire was due to line sag during the 
October 8, 2017 wind event. The wind in conjunction with the line sag on the two-conductors 
located on the property at 13916 Cascade Way made contact creating an electrical arc. The 
electrical arc deposited hot burning or molten material on the ground in a receptive fuel bed 
causing the fire.” 

In addition, CAL FIRE references a report done by Jim Nolt, Electrical Mechanical and 
Corrosion Engineer of JH Nolt and Associates. Mr. Nolt’s report concludes that the most 
probable source of ignition was the electric arcing that was occurring on the conductors 
between the two utility poles indicated. Both the concurrent wind event and the excessive slack 
in the high-voltage distribution conductors contributed to the likelihood of this cause. The 
evidence of recent arcing on the two conductors confirms unauthorized contact between 
conductors.   

V. Conclusion 
Based on the evidence that SED reviewed, SED found the following:  

• PG&E violated GO 95, Rule 38 by not maintaining the minimum distance of 6 inches 
between two 12-kV conductors on the same crossarm, which eventually contacted each 
other. 

 
If SED becomes aware of additional information that could modify SED’s findings in this 
Incident Investigation Report, SED may re-open the investigation and may modify this report or 
take further actions as appropriate. 
 
VI. Attachments 

Attachment A – CAL FIRE Investigation Report – Incident No. 17CANEU02626929 

Attachment B – CAL FIRE Nolt Report30 

Attachment C – PG&E Cascade Incident Description & Factual Summary31 

                                                            
29  CAL FIRE Investigation Report – Incident No. 17CANEU026269. 

30  CAL FIRE Investigation Report – Incident No. 17CANEU026269. Attachment 17. 

31  2018.05.18 Amendment CPUC Cascade Factual Report. 
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CONFIDENTIAL 
Page 1 of 10 

CASCADE INCIDENT DESCRIPTION & FACTUAL SUMMARY 
 
For completeness, this incident description and factual summary should be read in conjunction 
with the Factual Report Guidance and the contemporaneously submitted response to Question 
62.   
 
Background:  
 
On October 20, 2017, PG&E filed an Electric Safety Incident Report (Incident No. 171020-
8591) concerning an incident that occurred near 13916 Cascade Way Browns Valley, Yuba 
County (the “incident location” as defined by the CPUC’s December 7, 2017, letter).    
 
PG&E understands that CAL FIRE took possession of an intact span of primary distribution 
conductors on the Bangor 1101 (12 kV) Circuit and customer-owned electric equipment, 
including the customer service panel, at the incident location.   The primary conductors were in 
place and appeared to be in working order at the time that CAL FIRE requested to take 
possession.   The secondary service line appeared to be damaged at mid-span, but there was no 
apparent damage to other PG&E facilities.  
 
According to CAL FIRE’s website, the Cascade fire is part of the Wind Complex Incident, 
which consists of four different fires: Cascade, La Porte, Lobo, and McCourtney.    
 
According to CAL FIRE’s website, the Cascade fire started at 11:03 PM on October 8, 2017.      
 
Incident Overview: 

 
 
The incident location is served by the Bangor 1101 (12kV) Circuit and is downstream of both 
Fuse 5211 and Fuse 17841.   Per PG&E records, on October 8, 2017, at 10:00 PM, a smart meter 
at service point 1062306405, located downstream of Fuse 5211, recorded a Zero Volt reading.   
Per PG&E records, at 10:57 PM, a smart meter at service point 1062299105, located downstream 
of Fuse 17841, reported a Last Gasp event.   Also at 10:57 PM, per PG&E records, 9 of the 13 
smart meters downstream of Fuse 17841 recorded a NIC Power Down or Last Gasp event, and 
21 of 25 smart meters downstream of Fuse 5211 recorded a NIC Power Down event.   Per PG&E 
records, the Colgate-Palermo 60 kV transmission line feeding the Bangor Substation experienced 
four momentary outages at 11:08 PM, 11:16 PM, 11:18 PM and 11:20 PM.   Per PG&E records, 
at 11:22 PM, due to a fire impacting the transmission line, the Bangor Substation was 
automatically de-energized.   The de-energization of the substation de-energized the incident 
location.  
 

 
 
 
 
 
 
 
 
 

  
  
Bangor 1101        LR 31502            LR 1806               LR 7446          Fuse 5211       FUSE 17841    Area of interest  
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Per PG&E records, on October 9, 2017, at 7:30 PM, Line Recloser 31502—the third recloser 
upstream from the incident location—was opened manually on a dead line.   At 7:58 PM, per 
PG&E records, the Bangor Substation was re-energized, but no customers were restored because 
Line Recloser 31502 remained open.   
 
According to PG&E records, a troubleman, compliance inspector, and compliance supervisor 
were the first PG&E responders at the incident location.   On October 11, 2017, per PG&E 
records, the troubleman drove past the incident location between 12:18 and 12:28 PM.   The 
compliance inspector drove by at about the same time or shortly before.   The compliance 
supervisor drove by at about the same time or shortly after.   The compliance inspector used 
binoculars to assess the incident location from the road and did not observe any damage to 
PG&E facilities.   The troubleman, the compliance inspector, and the compliance supervisor did 
not attempt to access the incident location because of CAL FIRE activity there.  
 
On October 12, 2017, at 12:58 PM, per PG&E records and the same troubleman who had driven 
by the incident location on October 11, this troubleman reported that he had found 2 of 2 fuses 
blown at Fuse 5211.   At 8:27 PM, per PG&E records, Line Recloser 31502 was remotely closed 
via SCADA, restoring 49 customers but not the incident location as fuses upstream from the 
incident location remained open.   
 
On October 13, 2017, at 12:49 PM, per PG&E records, Line Recloser 1806—the second recloser 
upstream from the incident location—was remotely opened via SCADA as part of the efforts to 
restore electrical service in the area.   At 1:14 PM, per PG&E records, Line Recloser 7446—the 
first recloser upstream from the incident location—was manually closed on a dead line.   Line 
Recloser 7446 is not SCADA-capable, and PG&E has been unable to determine when it opened.   
At 1:15 PM, per PG&E records, Line Recloser 1806 was remotely closed via SCADA, restoring 
93 customers.   While electrically in-line with the incident location, none of the recloser 
operations on October 13 impacted the incident location because fuses upstream from the 
incident location remained open.  At 7:34 PM, per PG&E records, a troubleman reported Fuse 
17841—the first fuse upstream of the incident location—open.   The troubleman closed Fuse 
5211 at 7:44 PM, per PG&E records, restoring 27 customers.   At 8:18 PM, per PG&E records, 
the troubleman opened the jumpers for 13916 Cascade Way, reporting that there was no service 
to be restored.     
 
On October 14, 2017 at 8:19 AM, per PG&E records, another troubleman closed Fuse 17841, 
restoring 9 customers.   On October 16, 2017 at 6:18 AM, PG&E updated its operational records 
to close the outage report because there were no downstream customers to restore at that time.   
 
On October 17, 2017, CAL FIRE requested that a PG&E crew assist with CAL FIRE’s evidence 
collection at the incident location.   The primary conductors were in place and appeared to be in 
working order at the time of CAL FIRE’s request to take possession.   Later that same day, CAL 
FIRE released the incident location.   PG&E then accessed the incident location and was able to 
conduct measurements.   Based on the measurements, the primary conductor span length had 
been approximately 100 feet.   PG&E also observed that that the secondary service line appeared 
to be damaged at mid-span, but there was no apparent damage to other PG&E facilities.  
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Evidence Collection: 
 
At the incident location, CAL FIRE collected an intact span of primary distribution conductors 
on a tap line serving 13916 Cascade Way, as well as, customer-owned electric equipment, 
including the customer service panel.   The conductors collected by CAL FIRE were #4 AR 
(Aluminum Conductor, Steel Reinforced) installed in 1980.   PG&E does not know whether CAL 
FIRE collected additional evidence at the incident location.   
 
On October 17, 2017, PG&E collected parallel groove connectors and unblown liquid 
transformer fuses.   On November 10, 2017, PG&E collected a dead-end transformer pole with a 
cross arm and a transformer.  
 
Timeline: 
 

Cascade 
Event CPUC Bates Number 

Reference 
CAL FIRE Bates 

Number Reference 
October 8, 2017, 10:00 PM:  Per PG&E 
records, a smart meter at service point 
1062306405, located downstream of Fuse 
5211, recorded a Zero Volt reading.    

  

October 8, 2017, 10:57 PM:  Per PG&E 
records, a smart meter at service point 
1062299105, located downstream of Fuse 
17841, reported a Last Gasp event.   Per 
PG&E records, 9 of the 13 smart meters 
downstream of Fuse 17841 recorded a NIC 
Power Down or Last Gasp event.  Per PG&E 
records, 21 of 25 smart meters downstream 
of Fuse 5211 recorded a NIC Power Down 
event.    

  

October 8, 2017, 11:03 PM:  According to 
CAL FIRE’s website, the Cascade fire 
started.   

  

October 8, 2017, 11:08 PM:  Per PG&E 
records, Colgate-Palermo 60 kV 
transmission line feeding Bangor Substation 
experienced a momentary outage.    

PGE-CPUC_00013569 PGE-CF_00136584  

October 8, 2017, 11:16 PM:  Per PG&E 
records, Colgate-Palermo 60 kV 
transmission line feeding Bangor Substation 
experienced a momentary outage.    

PGE-CPUC_00013569 PGE-CF_00136584 

October 8, 2017, 11:18 PM:  Per PG&E 
records, Colgate-Palermo 60 kV 
transmission line feeding Bangor Substation 
experienced a momentary outage.    

PGE-CPUC_00013569 PGE-CF_00136584 
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Cascade 
Event CPUC Bates Number 

Reference 
CAL FIRE Bates 

Number Reference 
October 8, 2017, 11:20 PM:  Per PG&E 
records, Colgate-Palermo 60 kV 
transmission line feeding Bangor Substation 
experienced a momentary outage.    

PGE-CPUC_00013569 PGE-CF_00136584 

October 8, 2017, 11:22 PM:  Per PG&E 
records, due to a fire impacting the 
transmission line, the Bangor Substation was 
automatically de-energized, de-energizing 
the Bangor 1101 Circuit and the incident 
location.   

PGE-CPUC_00013769, 
at 770 

PGE-CF_00136611, 
at 612 

October 9, 2017, 7:30 PM:  Per PG&E 
records, Line Recloser 31502 was manually 
opened on a dead line.    

PGE-CPUC_00013769, 
at 770 

PGE-CF_00136611, 
at 612 

October 9, 2017, 7:58 PM: Per PG&E 
records, Bangor Substation was re-energized.   

PGE-CPUC_00013769, 
at 770 

PGE-CF_00136611, 
at 612 

October 11, 2017, 12:18-12:28 PM:  Per 
PG&E records, a troubleman drove past the 
incident location between.   A compliance 
inspector and compliance supervisor stated 
that they drove by at about the same time or 
shortly before.   The troubleman, compliance 
inspector, compliance supervisor stated they 
did not attempt to access the incident 
location due to CAL FIRE activity there.  

  

October 12, 2017, 12:58 PM:  Per PG&E 
records and the same troubleman who had 
driven past the incident location on October 
11, the troubleman reported finding 2 of 2 
fuses blown at Fuse 5211.  

PGE-CPUC_00013670 PGE-CF_00136645 

October 12, 2017, 8:27 PM:  Per PG&E 
records, Line Recloser 31502 was remotely 
closed via SCADA.   

PGE-CPUC_00013769, 
at 770 

PGE-CF_00136611, 
at 612 

October 13, 2017, 12:49 PM:  Per PG&E 
records, Line Recloser 1806 was remotely 
opened via SCADA.    

PGE-CPUC_00013542, 
at 542 

PGE-CF_00136571, 
at 571 

October 13, 2017, 1:14 PM:  Per PG&E 
records, Line Recloser 7446 was manually 
closed on a dead line.   
 

PGE-CPUC_00013542, 
at 542 

PGE-CF_00136571, 
at 571 

October 13, 2017, 1:15 PM:  Per PG&E 
records, Line Recloser 1806 was remotely 
closed via SCADA.    

PGE-CPUC_00013542 
at 542 

PGE-CF_00136571, 
at 571 
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Cascade 
Event CPUC Bates Number 

Reference 
CAL FIRE Bates 

Number Reference 
October 13, 2017, 7:34 PM:  Per PG&E 
records, a troubleman reported Fuse 17841 
open.   

PGE-CPUC_00013552 PGE-CF_00136578 

October 13, 2017, 7:44 PM:  Per PG&E 
records, a troubleman closed Fuse 5211.  

PGE-CPUC_00013670 PGE-CF_00136645 

October 13, 2017, 8:18 PM:  Per PG&E 
records, a troubleman opened the jumpers for 
13916 Cascade Way.    

PGE-CPUC_00013712 PGE-CF_00136666 

October 14, 2017, 8:19 AM:  Per PG&E 
records, a troubleman closed Fuse 17841.  

PGE-CPUC_00013552 PGE-CF_00136578 

October 16, 2017, 6:18 AM:  Per PG&E 
records, PG&E updated its operational 
records to close the outage report because 
there were no downstream customers to 
restore at that time.  

PGE-CPUC_00013712 PGE-CF_00136666 

October 17, 2017:  CAL FIRE released the 
incident location, and PG&E first accessed 
the incident location.  
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Source List:  
 
Source Brief Description 
PGE-CPUC_00017161  Log of Evidence PG&E Collected (amended response) 
PGE-CPUC_00012216  Log of Evidence Collected by CAL FIRE (amended response) 
PGE-CPUC_00013542 ILIS Outage Report 17-0085751  
PGE-CPUC_00013552 ILIS Outage Report 17-0087244  
PGE-CPUC_00013569 ILIS Outage Report 17-0085270 
PGE-CPUC_00013670 ILIS Outage Report 17-0086754  
PGE-CPUC_00013712 ILIS Outage Report 17-0087249   
PGE-CPUC_00013769 ILIS Outage Report 17-0085381  
PGE-CPUC_00013776 Bangor 1101 Circuit Map produced in response to CPUC Q27.  
Cascade Initial 
Electrical Incident 
Report 

10/20/2017 Initial Electrical Incident Report  
http://cpuc.ca.gov/uploadedFiles/CPUC_Public_Website/Content/Sa
fety/USRB_FW_%20Electric%20Safety%20Incident%20Reported-
%20PGE%20Incident%20No_%20%20171020-8591.pdf 

Cascade Electrical 
Safety Incident Report 

11/17/2017 20-Day Electrical Safety Incident Report (171020-8591)  

Response to Question 
35 

12/29/2017 Response to CPUC’s October 2017 Wildfire Data 
Request 

Response to Question 
36 

12/29/2017 Response to CPUC’s October 2017 Wildfire Data 
Request 

CAL FIRE Website “Cascade (Wind Complex) Incident Information”  
http://cdfdata.fire.ca.gov/incidents/incidents_details_info?incident_i
d=1871 (last updated Feb. 9, 2018). 

AMI Smart Meter data AMI Smart Meter data  
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Factual Report Guidance: 
 
PG&E is providing Incident Description and Factual Summaries (the “Reports”) for each 
incident location, as defined by the CPUC’s December 7, 2017, letter.  In addition to Question 
62, these Reports provide a complete response to Question 1. These Reports also provide a 
partial response to Question 54.  Documents and attachments responsive to Question 54 are 
being produced with that response. 
 
PG&E’s review and collection of records are ongoing, and these Reports are based on 
information that PG&E believes may be relevant to the incident location, as defined by the 
CPUC’s December 7, 2017, letter, based on information currently known.  In preparing these 
Reports, PG&E has not included data or information that may not be relevant to the incident 
location, as defined by the CPUC’s December 7, 2017, based on information currently known, 
for example: 

• Transmission-level outages, which because of their wide-spread impact, may have caused 
an outage at the incident location, unless the source of the outage appears to have been 
related to the incident location or the transmission-level outage de-energized the incident 
location; or 

• Certain minor alarms sent by protection devices that did not result in a sustained outage 
at the incident location. 

Raw data has, however, been provided in response to other questions. 
 
PG&E has not reviewed potentially relevant information that is in the possession of CAL FIRE 
or any other entity.  The causes of the incidents are still under investigation and it is premature to 
draw conclusions about whether the “fire locations” or “incident locations” addressed by these 
Reports are points of origin.   

Moreover, PG&E has relied on some publicly available information provided by third parties, 
such as CAL FIRE.  For example, PG&E has relied on the start times designated by CAL FIRE 
as indicated in PG&E’s response to Question 25, submitted to the CPUC on January 31, 2018, in 
generating these Reports.  PG&E is not presently able to validate this information.  

For these reasons, among others, the facts described in the Reports may or may not be relevant to 
questions of causation or origin with respect to any incidents, and there may also be other facts 
not in the Reports that are relevant to questions of causation or origin of any incidents.   

In addition, please find a list of additional explanations related to particular points. 

Single Line Diagrams 

For ease of reference, PG&E has included reproductions of the single line diagrams produced in 
response to Question 28, submitted to the CPUC on December 29, 2017..  Any reference to “area 
of interest” in the single line diagrams refers to the incident location, as defined by the CPUC’s 
December 7, 2017, letter.  The single line diagrams show the incident location and the location 
of all protection devices upstream of the incident location back to the distribution circuit breaker 
at the substation.  Smart Meters, switches, and any devices downstream of incident locations are 
not shown on the single line diagrams, although they may be referenced in the Reports.   
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Below please find a legend that explains the symbols used in the diagrams. 

 

First Responders 

As indicated above, in response to Question 54, PG&E has included in its Reports an account of 
the first PG&E employee who attempted to access the incident location before the CPUC’s site 
visit with PG&E to the incident location, as defined by the CPUC’s December 7, 2017, letter. 

Repair and/or Restoration Work 

PG&E has included information related to when repair and/or restoration work was completed.  
PG&E has not attempted to include all dates on which repair crews were present at or near 
incident locations, as defined by the CPUC’s December 7, 2017, letter, either in the incident 
overview or the timeline. 

Timeline 

As indicated above, in response to Question 1, PG&E has included a timeline of certain 
equipment operations and actions of PG&E employees at or near the incident locations, 
including during the period 12 hours prior to CAL FIRE’s designated start time, as indicated in 
PG&E’s response to Question 25, until the date (if known) when CAL FIRE obtained PG&E 
facilities for evidence, CAL FIRE released the incident scene, or repair and/or restoration work 
was completed, whichever event came last.  PG&E has not included every possible data point 
during the timeline time period.  Rather, as indicated above, the timelines include information 
that PG&E believes may be relevant to the incident location, as defined by the CPUC’s 
December 7, 2017, letter, based on information currently known.  Where records have been 
produced, PG&E provided the Bates number.  Within a single row, some information may be 
based on records that have been produced, while other information may be based on records or 
other information that have not been produced. 

Operational Data 

PG&E has relied on certain operational data sets (e.g., SCADA, AMI) in preparing these 
Reports.  There may be data discrepancies between different operational data sources.  For 
example, timestamps of a common event across different operational data sources may differ. In 
these Reports, PG&E has documented to the best of its ability the most accurate occurrence time 
based on its current understanding.  
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SCADA Data 

SCADA (Supervisory Control And Data Acquisition) data includes alarm and event data 
remotely collected in real time from data-collection capable devices on PG&E’s electric 
distribution and transmission circuits.  Reclosers and circuit breakers are examples of devices 
that may report SCADA data.  Fuses do not have SCADA connectivity and, therefore, do not 
report SCADA data.  SCADA alarms and events memorialize electrical events on a circuit.  
However, they are associated with the device that collected them and do not include information 
on the specific cause or precise origin location of the electrical event that they memorialize. 
   
As noted above, PG&E has not included all SCADA events in the Incident Overview or the 
Timeline.  For example, Minimum To Trip (“MTT”) alarms have not been included.  MTT 
alarms are generated when a SCADA-enabled device identifies a circuit load that exceeds a 
maximum threshold load but for less than a certain amount of time.  MTT alarms can be frequent 
and do not include information on the specific cause or origin location of the event that triggered 
them.  A record of all SCADA events and alarms that occurred during the requested time periods 
has been previously produced in response to Question 25, submitted to the CPUC on January 31, 
2018, in the Bates range PGE-CPUC_00007875-7911.  

AMI Data 

Smart Meters are electric meters designed to record customer electricity usage, primarily for 
billing purposes.  They can record and transmit electrical data including usage, voltage and event 
data (“Smart Meter” or “AMI” data).   In certain situations, data collected by these meters may 
be helpful to determine information about outages.  For example, a Smart Meter’s “last gasp” is 
an event that may show the time at which a specific Smart Meter lost power.  In conjunction with 
data from other Smart Meters, “last gasp” data might indicate when a certain location on the 
electric grid lost power or some other secondary problem.  A “NIC power down” is a recorded 
log event when a Smart Meter initiates a shut down.  A “zero volt reading” occurs when a meter 
is partially energized (between 25% and 75%) at the time of a reading.  Each of these readings 
will only occur if the communication from the Smart Meter is successfully received (or 
subsequently retrieved and downloaded if the Smart Meter is still accessible).    

As noted above, PG&E has not included all AMI events in the Incident Overview or the 
Timeline.  For example, sag or swell events have not been included.  Smart Meters record these 
events when they detect a decrease (sag) or increase (swell) in voltage above or below a certain 
threshold for more than a certain period of time.  Sag and swell events do not have specific 
timestamps; the data indicates only that they occurred during a certain time interval.  Sag and 
swell events may indicate unusual activity; however, they do not indicate the location of that 
unusual activity.  Smart Meter data was not requested in the November 21, 2017, Data Requests 
and has not been produced in response to those Data Requests. 

Reclosing Device Operations  
 
PG&E is providing certain times at which reclosing devices “operated” (opened or closed), 
which could include multiple operations depending on the device’s settings before the device 
ultimately stayed closed or stayed open. 
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Outage Records 

PG&E has relied on certain information from its Integrated Logging Information System 
Operations Database (“ILIS”) in preparing these Reports.  As explained in response to Question 
27, submitted to the CPUC on March 30, 2018,  ILIS is PG&E’s system of record for distribution 
transformer-level and above outages. ILIS is the application used by the distribution system 
operators to document information pertinent to the operation of the electric system. Due to the 
nature of how information is documented in the application, there may be discrepancies in 
outage start times and other information between ILIS and other data sources. For example, ILIS 
does not record single-customer or service-level outages, in accordance with CPUC Decision 96-
09-045 and Advice Letter 3812-E on outage reporting requirements. Data from these ILIS 
records should be reviewed and considered together and in conjunction with those other data 
sources. 

Outage cause information in ILIS is preliminary and is based on the best available information at 
the time, from initial field intelligence and through spot check quality reviews.  

Smart Meter Service Point ID Numbers 

Some PG&E records identify Smart Meters by their associated Service Point ID number 
(“SP_ID”), while other records identify Smart Meters by their associated “Badge” numbers.  For 
consistency, all Reports use SP_ID to identify Smart Meters.  PG&E will provide a translation 
between SP_ID and Badge numbers upon request.  

Source List 

At the end of each Report, PG&E has included a list of records on which it relied in drafting each 
Report.  When PG&E indicates in a Report that information is per PG&E records, PG&E is 
referring to the records identified at the end of the Report.  Where records have been produced, 
PG&E provided the Bates number.  In addition to the items on the source list, PG&E relied on a 
variety of internal databases to make an assessment of location information regarding devices 
and individuals (e.g., GIS, GPS) and observations made by PG&E employees including the first 
PG&E employee who attempted to access the incident location before the CPUC’s site visit with 
PG&E to the incident location. 
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