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CALIFORNIA PUBLIC UTILITIES COMMISSION 
Safety and Enforcement Division 

Electric Safety and Reliability Branch 
 

Incident Investigation Report 
 
Report Date:  May 6, 2019 
 

Incident Number:  E20171020-01  
 
Utility: Pacific Gas and Electric Company (PG&E) 
 
Date and Time of Incident:  October 8, 2017 at approximately 2130 hours 
 
Location of the Incident: 995 Maacama Lane 
 Healdsburg, CA 
 County: Sonoma 
 
Fatality / Injury:  None reported  
 
Property Damage:  >$50,000 
 
Utility Facilities Involved:  Fulton 1102, 12 kV Circuit 
 
Violation(s): Yes  
 
I. Summary  
 
On October 8, 2017, at approximately 2130 hours, a Valley Oak tree failed and fell onto 
PG&E 12 kV overhead conductors near 995 Maacama Lane in the city of Healdsburg in 
Sonoma County. The tree made contact with PG&E’s conductors and caused the 
ignition of the Youngs Fire, which burned 89 acres and damaged a residence and 
multiple structures and vehicles. No fatalities or injuries were reported.   
 
Based on SED’s review, SED found that PG&E violated the Commission’s General 
Order (GO) 95, specifically, one violation of GO 95, Rule 31.1 and one violation of GO 
95, Rule 35: 
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GO Rule Violations 

GO 95, Rule 31.1 Hazardous tree not identified and abated 

GO 95, Rule 35 Vegetation clearance not maintained 

 
A. Rules Violated 

GO 95, Rule 31.1, states in part: 

“A supply or communications company is in compliance with this rule if it designs, 
constructs, and maintains a facility in accordance with the particulars specified in 
General Order 95, except that if an intended use or known local conditions 
require a higher standard than the particulars specified in General Order 95 to 
enable the furnishing of safe, proper, and adequate service, the company shall 
follow the higher standard.   
 
For all particulars not specified in General Order 95, a supply or communications  
company is in compliance with this rule if it designs, constructs and maintains a 
facility in accordance with accepted good practice for the intended use and 
known local conditions.” 

 
GO 95, Rule 35, states in part: 

“Where overhead conductors traverse trees and vegetation, safety and reliability 
of service demand that certain vegetation management activities be performed in 
order to establish necessary and reasonable clearances, the minimum 
clearances set forth in Table 1, Cases 13 and 14, measured between line 
conductors and vegetation under normal conditions shall be maintained. (Also 
see Appendix E for tree trimming guidelines.) These requirements apply to all 
overhead electrical supply and communication facilities that are covered by this 
General Order, including facilities on lands owned and maintained by California 
state and local agencies.”  

 

B. Witnesses 

No. Name Title 
1 Brandon Vazquez CPUC Lead Investigator

2 Charlie Laird CAL FIRE Lead Investigator

3 Jeremy Ward CAL FIRE Fire Captain
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C. Evidence  

 No. Source Description
1 PG&E Initial Online Incident Report, 10/20/17 
2 CPUC Individual Data Request #1, 11/16/17
3 PG&E 20-day Incident Report, 11/17/17 

4 PG&E  
Individual Data Request #1 Response, 2/28/18 through 
5/4/18

5 CPUC Follow-up Data Request #1, 5/17/18
6 CPUC Individual Data Request #2, 6/6/18
7 PG&E Follow-up Data Request #1 Response, 6/8/18 
8 CPUC  PG&E Evidence Viewing, 6/11/18

9 PG&E  
Individual Data Request #2 Response, 6/13/18 through 
6/29/18

10 CPUC Data Request #2, 7/19/18
11 CPUC Follow-up Data Request #3, 7/27/18
12 PG&E Data Request #2 Response, 8/3/18 through 9/21/18
13 CPUC Data Request #3, 8/16/18
14 CAL FIRE CAL FIRE Investigation Report and Attachments, 8/22/18
15 CPUC  CAL FIRE Evidence Viewing, 8/22/18 
16 PG&E  Follow-up Data Request #3 Response, 8/24/18 
17 PG&E  Data Request #3 Response, 8/31/18 through 9/21/18
18 CPUC Data Request #4, 10/19/18
19 PG&E Data Request #4 Response, 11/15/18 through 12/14/18
20 CPUC Data Request #5, 1/3/19
21 PG&E  Data Request #5 Response, 1/25/19 through 2/6/19
22 CPUC Data Request #6, 2/8/19
23 PG&E  Data Request #6 Response, 2/15/19 through 3/18/19
24 CPUC Data Request #7, 2/25/19
25 PG&E Data Request #7 Response, 3/18/19
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II. Background 
 
On January 17, 2014, Governor Edmund G. Brown Jr. proclaimed a State of Emergency 
and directed state officials to take actions to mitigate conditions that could result from 
the drought and cause a fire. On February 18, 2014, in response to the proclamation, 
SED issued a letter to PG&E directing PG&E to take all practicable measures to reduce 
the likelihood of fires caused by utility facilities, including, increasing inspections, taking 
corrective actions and modifying protective schemes.  On June 12, 2014, the California 
Public Utilities Commission (CPUC) issued Resolution ESRB-4 directing all Investor 
Owned Electric Utilities (IOU) to take remedial measures to reduce the likelihood of fires 
started by or threatening utility facilities. On October 30, 2015, Governor Edmund G. 
Brown Jr. declared a Tree Mortality State of Emergency due to tree mortality caused by 
the state’s prolonged drought and bark beetle infestations.     
 
On October 8, 2017 at approximately 2130 hours, a Valley Oak tree failed and fell onto 
the overhead conductors of PG&E’s Fulton 1102, 12 kV three-phase circuit, which 
ignited the fire. Three phases of conductor were brought down as a result. The incident 
caused power interruptions to 37 customers. The Youngs Fire burned approximately 89 
acres and damaged a residence, multiple structures, and multiple vehicles. No fatalities 
or injuries were reported for the Youngs Fire.     
 
Weather station EW3235, located approximately one mile south of the incident location, 
recorded a temperature of 74 degrees Fahrenheit, north-north-east wind speeds of 5 
miles per hour (mph), wind gust up to 15 mph, and a relative humidity of 15% around 
the time of the incident.1     
 

                                                            
1 Weather conditions per MesoWest (www.mesowest.utah.edu) 
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Figure 1: Incident Location (Source: Google Maps) 

 
III. SED’s Review and Analysis 
 

A. PG&E’s Distribution Facilities Inspection Program  
 
Rural areas, such as the incident area, are defined by GO 165 as “those areas with a 
population of less than 1,000 persons per square mile”. GO 165 requires biennial patrol 
inspections and detailed inspections at five-year intervals for rural areas.  
 
GO 165 defines a patrol inspection as a “simple visual inspection” meant to identify 
“obvious” structural problems and hazards (e.g., leaning poles, loose crossarms, etc.) 
and may be carried out during other company business. The incident area crosses a 
District boundary between North Bay and Sonoma on the subject circuit. SED reviewed 
PG&E’s North Bay July 2013 and August 2015 and PG&E’s Sonoma October 2012 and 
July 2016 distribution patrol inspection records in proximity to the incident location. For 
the Sonoma 2012 patrol inspection, PG&E identified a pole for replacement (EC tag 
#101131644).2 PG&E documented no abnormal conditions or issues during the other 
patrol inspections.     

                                                            
2 Bates PGE‐CPUC_00019935_CONFIDENTIAL   
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GO 165 defines a detailed inspection as one where facilities are “carefully examined” to 
gather and record conditions of overhead facilities. A detailed inspection is meant to 
identify “obvious” structural problems and hazards, in addition to issues such as loose  
hardware, transformer oil leaks, contaminated insulators, etc. SED reviewed PG&E’s 
North Bay October 2012 and September 2017 detailed inspection records in proximity 
to the incident location. In addition, SED reviewed PG&E’s Sonoma May 2009 and July 
2014 detailed inspection records in proximity to the incident location. Two vegetation 
related work orders resulted from the North Bay 2012 detailed inspection. The first work 
order (EC tag #106281878)3 was to replace a service drop damaged by contact with 
vegetation. The second work order (EC tag #106281942)3 was for a pole with missing 
high voltage signs and vegetation contact above the anchor guy insulator. PG&E 
categorized these work order as Priority E. Priority E requires completion within 12 
months of the issue being identified. One work order (EC tag #113254677)4 for a pole 
with missing high voltage signs located on the subject conductor span resulted from the 
North Bay 2017 detailed inspection. PG&E categorized this work order as Priority F. 
Priority F requires completion by the next detailed inspection, which would be five years 
after the inspector identified the issue. 
 
There were six open work orders on the subject conductor span scheduled for 
completion past the date of the incident.5 Additionally, in 2016, Osmose Utility Services, 
Inc. conducted an infrared (IR) inspection of the subject circuit that resulted in the 
replacement of an overhead connector.   
 
Based on the aforementioned PG&E distribution patrol and detailed inspection records, 
SED did not identify a violation of applicable GO 95 and 165 rules.   
 

B. PG&E’s Vegetation Management Program  
 
The GO 95 rules applicable to Vegetation Management (VM) include: 

1. Rule 31.1 – Design Construction and Maintenance. 

2. Rule 35 – Vegetation Management. 

3. Rule 37 – Minimum Clearances of Wires above Railroads, Thoroughfares, 
Buildings, Etc., Table 1 – Cases 13 and 14. 

 
In order to comply with the applicable GO 95 rules, PG&E’s Distribution Vegetation  
Management Standard6 (DVMS) outlines the general strategy used to identify: 

1. Conductor radial clearance issues;  

                                                            
3  Bates PGE‐CPUC_00019844_CONFIDENTIAL and PGE_CPUC_00019860_CONFIDENTIAL  

4  Bates PGE‐CPUC_00019740_CONFIDENTIAL  

5  Bates PGE‐CPUC_00019546_CONFIDENTIAL   

6  Bates PGE‐CPUC_00005827_CONFIDENTIAL. Utility Standard TD‐7102S, Published on 9/4/15. Rev 1. 
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2. Trees that will encroach PG&E’s minimum distance requirements; and 

3. Hazard trees that have the potential to strike conductors.  

 
In order to implement their strategy, PG&E’s DVMS prescribes annual vegetation  
patrols and completion of identified vegetation work for all primary and secondary  
distribution facilities.  
 

i. Routine VM Inspections 
 
PG&E’s VM contractors, specifically Pre-Inspection (PI) personnel, work with VM 
Vegetation Program Managers (VPM) to create an annual plan for routine patrols (i.e., 
PIs). Vegetation work is prescribed during PIs by PI personnel. PG&E’s VPM then 
schedules the vegetation work to be completed on an annual basis by Tree Contractor 
(TC) personnel. PG&E also uses a combination of LiDAR7 and spectral imagery to allow 
VM to identify hazardous trees in high fire danger areas. Trees identified using these 
technologies are then inspected from the ground and abated as necessary. However, 
PG&E also allows the use of aerial patrols in place of ground patrols. 
 
For the incident location, PG&E contracted Western Environmental Consultants, Inc. for 
PIs and The Davey Tree Expert Company for vegetation work (i.e., trimming and 
removal).   
 
Vegetation PIs are performed by a Consulting Utility Forester (CUF), an individual 
qualified by PG&E, who inspects all vegetation that has the potential to grow into or fall 
into the distribution primary conductors before the next inspection and identify 
vegetation that is currently causing strain/abrasion of secondary conductors. 
 
PG&E’s PI contract specification8 requires a CUF to have at least two years’ experience 
in line clearance tree pruning work, or equivalent experience as determined by PG&E. 
The PI contract specification also notes that PG&E desires that a CUF have an 
associate’s degree in forestry, arboriculture or a related field; however, an associate’s 
degree is not a requirement. The CUF should be “familiar with the Contractor’s work 
practices, proper arboricultural techniques and practices, proper integrated pest 
management practices, PG&E's Tree Pruning Specification, PG&E’s Pre-Inspection 
Specification and requirements, and all applicable legal and regulatory requirements.”9 
 
SED reviewed PG&E’s VM records from January 2, 2013 to April 25, 2017. SED 
focused on reviewing documented PIs and accompanying vegetation work requests. 
Based on PG&E’s VM records, a total of six PIs were conducted and five vegetation 
                                                            
7  LiDAR (an acronym of Light Detection And Ranging) is a surveying technology that measures distance 
by illuminating a target with a laser light. (Source:  Wikipedia.) 

8  Bates PGE‐CPUC_DR‐071918_General_Q04. PG&E Pre‐Inspection contract specification. Section 3.2. 

9  Id. 
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work requests for clearance trimming were generated. None of the vegetation work 
requests prescribed clearance trimming for the subject tree. On April 25, 2017, a routine 
PI identified a Valley Oak tree, a Walnut tree, and a California Bay tree for trimming.10 
During the last PI conducted on April 25, 2017, PG&E did not identify the subject Valley 
Oak tree for removal. The vegetation work was completed on June 28, 2017. 
Furthermore, no third parties denied vegetation work requests at the incident location 
during this time, and there was no pending vegetation work scheduled at the incident 
location at the time of the fire.   
 

ii. Enhanced VM Inspections 
      
In addition to routine VM, Drought State of Emergency and Commission Resolution 
ESRB-4 enhanced PIs for Catastrophic Event Memorandum Account (CEMA) were 
conducted on September 24, 2016 and September 22, 2017. The September 22, 2017 
CEMA PI was the last VM inspection activity conducted at the incident location prior to 
the incident.11 Furthermore, no vegetation work was prescribed as a result of the 
aforementioned CEMA PIs. CEMA is an account used to recover the cost associated 
with the restoration of service and facilities affected by catastrophic events that have 
been declared as disasters or states of emergency by federal or state authorities. PG&E 
will file an application to recover the CEMA balance through rates.  The amount to be 
recovered are the reasonable costs incurred, which are determined after CPUC review 
and audit of the recorded CEMA balance.   
 

iii. PG&E VM Quality Control (VMQC) and VM Quality Assurance 
(VMQA) 

 
PG&E’s VMQC program audits PI and TC personnel for any vegetation work that is 
missed or not performed correctly. PG&E does not require routine VMQC audits and 
PG&E describes selected locations as “computer-generated” and “randomized”. PG&E 
did not conduct a VMQC audit of the incident area.  
 
PG&E conducts annual VMQA audits for each division. VMQA audits are required to be 
performed annually by PG&E’s VMQA standard. PG&E’s VMQA program audits PG&E 
facilities for any compliance violations (e.g., GO 95 or Public Resource Code (PRC) 
4293). The incident location is part of PG&E’s North Coast Division and was previously 
part of PG&E’s North Bay Division prior to 2014. SED reviewed PG&E’s 2012 to 2013 
North Bay VMQA audits and PG&E’s 2014 to 2017 North Coast VMQA audits. For the 
North Bay Division, from 2012 to 2013, a total of 3 audits were conducted. For the North 
Coast Division, from 2014 to 2017, a total of 11 audits were conducted. The most recent 
audit was conducted from May 1 to August 2, 2017 during which PG&E found 15 non-
compliant trees, 18 trees with potential to become non-compliant within 90 days, and 27 

                                                            
10  Bates PGE‐CPUC_00019561‐00019562_CONFIDENTIAL  

11  Bates PGE‐CPUC_00019549_CONFIDENTIAL 
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facility protect trees.12  
 

iv. Applicable PG&E VM Procedures 
 

PG&E’s Distribution Routine Patrol Procedure13 (DRPP), Section 2.6 “Hazard  
Trees/Facility Protection Trees”, describes trees that should be identified as hazard 
trees/facility protection trees during VM patrols and/or pre-inspections as, “(T)rees or 
portions of trees that are dead, show signs of disease, decay or ground or root 
disturbance, AND may fall into or otherwise impact primary or secondary conductors, 
THEN PRESCRIBE work to make tree Facility Safe per Facility Protect and work 
Difficulty Classification Procedure.”      
 
PG&E’s Vegetation Management Hazard Tree Rating and Scoring (HTRS) Procedure14 
aids inspectors in prescribing work for potentially hazardous trees. The procedure 
indicates a Valley Oak tree as a tree with a “Very High” failure potential.  
 

C. PG&E’s Infrastructure Condition 
 
SED investigated compliance with GO 95 construction standards and GO 95, Rule 31.1 
during their review of PG&E’s infrastructure. Apart from the subject conductor span, no 
PG&E facilities were significantly damaged by the fire. The subject conductors, installed 
in 1941, were #6 Copper Wire. 
 
Based on CAL FIRE’s field observations, SED did not identify any GO 95 violations by 
PG&E.  
 

D. PG&E Equipment Operations and Maintenance  
 
SED verified compliance of GO 95, Rule 31.1 during their review of PG&E distribution 
equipment operations and maintenance records. The subject conductor span was 
protected upstream by Fuse 751, Line Recloser 4522, Line Recloser 4994, and the 
Fulton 1102 Circuit Breaker (See Figure 2).     
 
Upstream 

 
                                                                                      Downstream     

                                                            
12  Bates PGE‐CPUC_00006854_CONFIDENTIAL   

13  Bates PGE‐CPUC_00005468_CONFIDENTIAL. PG&E Distribution Routine Patrol Procedure. Utility 
Procedure TD‐7102P‐01. Rev: 1. Published: 10/27/15. 

14  Bates PGE‐CPUC_00005426_CONFIDENTIAL. PG&E Vegetation Management Hazard Tree Rating and 
Scoring Procedure. Utility Procedure: TD‐7102P‐07. Rev: 1. Published: 10/13/2014.  
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Figure 2: Single-line Diagram of the Fulton 1102 Circuit. It shows the protective devices 
upstream of the incident location/area of interest. Not Drawn to Scale. (Source: PG&E)  
 

 
Figure 3: Legend for the single-line diagram. (Source: PG&E)  

 

 
Table 1: List of the brand and type of the protection devices. (Source: PG&E) 

 
i. Event Timeline 

 
The Fulton 1102 CB, LR 4994, and LR 4522 had data recording capability prior to, 
during, and after the fire, except from 2217 to 2320 hours on October 8, 2017. SED 
reviewed the Supervisory Control and Data Acquisition (SCADA) load data recorded at 
the Fulton 1102 CB, LR 4994, and LR 4522 from October 7 to 10, 2017. LR 4994 and 
LR 4522 did not record data at consistent or close time intervals. SED also reviewed 
records from smart meters on the subject circuit located upstream and downstream of 
the incident location. 

October 8, 2017 

At 2139 hours, a smart meter located upstream and four smart meters located 
downstream of the incident location recorded NIC Power Down events15. From 2139 to 
2145 hours, eight smart meters located upstream of the incident location recorded a 
series of off/on events. At 2145 hours, twenty-six smart meters recorded NIC Power 
Down events.   
 
  

                                                            
15  A “NIC Power Down” event is a recorded log event when a smart meter initiates a shutdown (Source: 
PG&E). 
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At 2142 hours, LR 4522 recorded a peak load of 83.4 Amps (See Figure 4). At 22:16:58 
hours, LR 4522 registered an outage on all phases. At 2217 hours, the Fulton 1102 CB 
opened due to a downed conductor on Highway 101 and de-energized the circuit. This 
coincides with the outage recorded at LR 4522. At 2258 hours, a PG&E troubleman 
reported three blown fuses at Fuse 751. At 2320 hours, the Fulton 1102 CB was closed 
via SCADA as repairs for the downed conductor had been completed, which re-
energized the subject circuit, but not the incident location since Fuse 751 remained 
open. Coincidently at 2320 hours, LR 4522 recorded nonzero amperage readings on all 
phases.   
 

 
Figure 4: SCADA plot of the load data recorded at LR 4522 on October 8, 2017 from 
2000 to 2400 hours.  
 
October 10, 2017 
 
At 1311 hours, a PG&E lineman closed Fuse 751 in order to restore power to the 
incident location.      
 
Based on PG&E’s outage reports, smart meter data, and SCADA load data, SED did 
not identify a violation of GO 95, Rule 31.1.  
 
  
 

Phase A: 83.4 Amps @ 2142 hours 
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E. Field Observations and Review of Physical Evidence  
 
The subject Valley Oak tree was approximately 50 feet tall, rooted approximately 20 feet 
uphill from the 12 kV conductors, and had a diameter at breast height of 30 inches (See 
Attachment A - CAL FIRE Sketch 2). PG&E personnel determined that it failed at a 
height of approximately 19 feet above ground (See Figures 5-7). An extended vertical 
cavity in the subject tree is visible from the ground (See Figures 5 & 6).  

 

 
Figure 5: Subject Valley Oak Tree (Source: PG&E) 
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Figure 6: Extended Cavity (Source: 

PG&E) 

 
Figure 7: Top of Subject Trunk (Source: 

PG&E) 
 
On October 8, 2017, a PG&E troubleman arrived at the incident location in response to 
a wire down. At 2258 hours, the troubleman reported three blown fuses at Fuse 751. 
The troubleman subsequently found three phases of downed conductor approximately 
twelve spans down of Fuse 751. The troubleman also observed an active fire in the 
area and four to five fire engines. On October 10, 2017, a PG&E lineman replaced the 
downed conductors and closed Fuse 751. – (Source: Attachment B)       
 
On October 19, 2017, Charlie Laird, CAL FIRE Lead Investigator, arrived at the incident 
location. Mr. Laird subsequently identified a section of conductor suspended in trees 
and bushes; a limb from one of the trees (subject tree) and a small branch from the limb 
showed evidence of electrical arcing. Mr. Laird identified a downed Valley Oak tree 
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(subject tree) which had a large vertical open cavity in the upper portion of the trunk and 
a hollow area at its base. Additionally, Mr. Laird noted that portions of the tree were 
brittle and easily broken by hand. Mr. Laird collected four sections of conductor and the 
subject Valley Oak tree branch. CAL FIRE Fire Captain Jeremy Ward interviewed a 
nearby homeowner who was home at the time of the fire. The homeowner stated that 
he was awoken by his wife at approximately 2130 hours because the power had gone 
out. The homeowner subsequently walked outside his home to retrieve a flashlight from 
his truck and saw the fire. The homeowner also stated the fire was burning below his 
home near a portion of the downed Valley Oak tree, and he observed conductors arcing 
but was unsure if the arcing was located on or above the ground. (Source: Attachment 
A)   
 
On June 11, 2018 at 0900 hours, SED met with Ryan McLean at PG&E’s evidence 
storage location to view evidence PG&E had collected for each incident location. SED 
observed six sections of the subject Valley Oak tree. Each section of tree was hollow, 
which indicated that the tree had an extended cavity present throughout most of its 
trunk (See Figures 8-16). There was rams-horn present on sections one and four (See 
Figures 8 & 12). A rams-horn is new callous tissue that grows inward on the edge of the 
wound to create a columnar growth on each side of the wound; trees create rams-horns 
in response to massive trunk wounds.16 In section four, the cavity is open and off-center 
(See Figure 12). Open cavities decrease strength more than internal cavities because 
they remove the outer tree rings, which provide most of a trees’ strength, and off-
centered cavities can significantly reduce the strength of a tree.17   

 

                                                            
16  https://www.austintreeexperts.com/blog/cavity‐tree‐internal‐decay‐hollow/  

17  Kane, Brian, et al. “COMPARING FORMUALE THAT ASSESS STRENGTH LOSS DUE TO DECAY IN TREES.” 
Journal of Arboriculture, vol. 27, no. 2, Mar. 2001, pp. 80–81. 
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Figure 8: Section 1 of the subject tree. Note it is hollow. 

 

Figure 9: Close-up view of Section 1. Note that it is hollow throughout its length. 
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Figure 10: Close-up view of Section 2. Note that it is hollow throughout its length.   
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Figure 11: Opposite end of Section 2.  
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Figure 12: Close-up view of Section 4. Note that it is hollow throughout its length.  
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Figure 13: Section 4 of the subject tree. Note the external cavity.  
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Figure 14: Close-up view of the external cavity.   

 

 
Figure 15: Section 5 of the subject tree. Note the burn marks.  
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Figure 16: Note that the extended hollow/cavity ends at Section 5.   

 
A study18 published in the Journal of Arboriculture examined the assessment methods 
used by arborists, tree surgeons, and foresters to determine if visual inspection of trees 
could accurately determine the amount of decay and/or area of cavities and the 
remaining strength. The study found that visual inspection was reasonably accurate, 
and accuracy increased with feedback. Values that resulted from the study were as 
follows: 0.4% and 2%, respectively, for mean deviations of predicted area of decay and 
predicted loss in strength from actual values; +12 to -15% and +8 to -8%, respectively, 
for the interquartile range for predicted decay area and strength loss. Based on the 
study published in the Journal of Arboriculture and the signs of decay and structural 
weakness (i.e., brittle areas of wood, large vertical open cavity in the upper portion of 
the trunk, and hollow area at the base of the trunk) observed by Mr. Laird and SED, it 
appears that the subject tree should have been identified as a hazard/facility protect 
tree by PG&E’s qualified CUF during a routine VM PI due to the proximity of the tree to 
the subject conductor span and the visibility of the large vertical open cavity from the 
ground (See Figure 5).      
 
Based on the evidence that SED reviewed and CAL FIRE’s observations, SED’s 
investigation determined the following: 
 
 
                                                            
18  Kennard, Deborah K., et al. “THE PREDICTABILITY OF TREE DECAY BASED ON VISUAL ASSESSMENTS.” 
Journal of Arboriculture, vol. 22, no. 6, Nov. 1996, pp. 249. 
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PG&E’s contracted CUF should have identified the decay compromising the strength of 
the subject tree during a routine VM PI. PG&E’s VM activities, such as tree removal, are 
generally performed by specifically trained contractors who have extensive experience 
in vegetation related work around utility facilities. Contractors and employees are 
obligated to follow PG&E standards and should use them correctly to identify hazardous 
trees for removal. PG&E’s DRPP describes various factors that contractors and 
employees should look for during VM patrols and/or pre-inspections. Under Section 2.6 
“Hazard Trees/Facility Protection Trees”, the document describes trees that should be 
identified as: “(T)rees or portions of trees that are dead, show signs of disease, decay 
… AND may fall into or otherwise impact primary or secondary conductors, THEN 
PRESCRIBE work to make tree Facility Safe per Facility Protect and work Difficulty 
Classification Procedure.”13 PG&E’s VM HTRS Procedure describes a defect as a 
failure likelihood that causes “a reduction of wood strength (structural integrity).”14 
Therefore, PG&E’s VM procedures contained criteria that contractors and employees 
could have used to properly identify the subject tree as a hazard/facility protect tree 
during routine VM PIs. Consequently, SED concluded that PG&E followed poor VM 
practices by failing to properly identify a tree that had a visible extended open cavity and 
upon close inspection was noticeably internally decayed and structurally weakened. 
Therefore, SED found PG&E in violation of GO 95, Rule 31.1 for failing to maintain its 
electric facilities safely and properly by not identifying the subject tree as a hazard tree 
during its routine VM PI on April 25, 2017.        
 
GO 95, Rule 35, requires a minimum radial clearance of 18 inches between 12 kV 
overhead conductors and vegetation. The subject tree contacted PG&E’s 12 kV 
overhead conductors on October 8, 2017. Therefore, SED found PG&E in violation of 
GO 95, Rule 35 for failing to maintain the minimum required clearance between the 
subject 12 kV conductors and subject tree.  
 
On August 22, 2018 at 1000 hours, SED met with Mr. Laird. SED received a hard copy 
of CAL FIRE’s Investigation Report and viewed the evidence collected from the incident 
location. Mr. Laird stated that he arrived at the incident location on October 19, 2017. 
He stated that repair work had been conducted, so objects may have been moved from 
their original location (See Attachment A – CAL FIRE Sketch 1). Furthermore, because 
of how much the incident location had been disturbed, Mr. Laird could not conclusively 
determine where each piece of evidence was originally located. The evidence viewed 
was identified as follows: 
 

• E1 was a section of conductor located approximately 30 feet from the 
specific origin area (SOA).  

• E2 was a section of conductor located on the ground approximately 15 
feet from the SOA. The conductor had significant charring and oxidation.   

• E3 was a small Valley Oak branch located in the lower section of the SOA. 
The branch showed signs of arcing and abrasion and in conjunction with 
E5 (See Figures 17 & 18). Mr. Laird stated that the foliage appeared to be 
green when he initially arrived on scene.   
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• E4 was a section of conductor that was suspended in trees and bushes 
above the SOA.  

• E5 was a section of conductor located approximately 5 feet from the SOA. 
Signs of charring and oxidation were present on conductor. One portion of 
the conductor, approximately 3-4 inches in length, showed signs of arcing, 
with arc beads present (See Figure 19).        

 

 
Figure 17: Subject branch (E3). 

 

 
Figure 18: Subject branch (E3). 
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Figure 19: Arcing on the subject conductor (E5). 

 
IV. CAL FIRE’s Investigation  
  
Mr. Laird’s investigation concluded that the subject Valley Oak tree failed and fell onto 
the subject conductor span. The subject conductor(s) failed because of the contact and 
subsequently arced, which ignited the fire.       
 
SED’s investigation correspondingly found that the subject Valley Oak tree failed and 
brought down the subject conductor span, which subsequently arced and started the 
fire. Furthermore, SED’s review of PG&E’s outage reports found that the three fuses at 
Fuse 751 (located immediately upstream of the incident location) had blown.  
 
CAL FIRE identified no violations by PG&E.  
 
V. Conclusion   
 
Based on the evidence that SED reviewed, SED’s investigation found the following: 
 

• PG&E violated GO 95, Rule 31.1 by failing to maintain its facilities to 
allow for safe, proper, and adequate service. PG&E failed to identify the 
subject tree, which had an extended internal cavity and large vertical 
open cavity, as a hazard tree during the last VM PI. The extended internal 
cavity and large vertical open cavity weakened the trunk and caused the 
subject tree to fail, fall onto the subject conductors, and subsequently 
ignite the fire.   

• PG&E violated GO 95, Rule 35 by failing to maintain the rule’s minimum 
clearance requirements for the hazardous subject tree that fell into the 
overhead conductors.  
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If SED becomes aware of additional information that could modify SED’s findings in this 
Incident Investigation Report, SED may re-open the investigation and may modify this 
report or take further actions as appropriate. 
 

VI. Attachments 

Attachment A – CAL FIRE Investigation Report – Case No. 17CALNU010487 

Attachment B – PG&E Maacama Incident Description and Factual Summary 

Attachment C – PG&E Data Request #5 Response, Common Question #1 
“Circuit Map”   
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CAL	FIRE	Investigation	Report	

Case	Number	 17CALNU010487	
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PG&E	Maacama	Incident	Description	and	Factual	Summary	
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MAACAMA INCIDENT DESCRIPTION & FACTUAL SUMMARY 
 
For completeness, this incident description and factual summary should be read in conjunction 
with the Factual Report Guidance and the contemporaneously submitted response to Question 
29. 
 
Background:  
 
On October 20, 2017, PG&E filed an Electric Safety Incident Report (Incident No. 171020-
8587) concerning an incident that occurred near 955 Maacama Lane, Healdsburg, Sonoma 
County (the “incident location” as defined by the CPUC’s December 7, 2017, letter).   When 
PG&E visited the incident location to conduct an inspection, PG&E observed that a California 
White Oak/Valley Oak  tree had broken near its mid-section and was laying on the ground near 
fallen conductors for the Fulton 1102 (12 kV) Circuit.    
 
According to the CPUC’s Data Request, dated November 16, 2017, the Maacama incident 
started at 9:50 PM on October 8, 2017.    
 
Incident Overview:  
 

 
 
The incident location is served by the Fulton 1102 (12 kV) Circuit.   On October 8, 2017, at 9:39 
PM, a smart meter (service point 7095533205) located approximately a quarter mile upstream 
from the incident location (but downstream of Fuse 751), recorded a NIC power down event.   At 
that same time, four meters downstream of the incident location also recorded NIC power down 
events.   From 9:39 PM to 9:45 PM, smart meter (service point 7095533205) and 7 other smart 
meters upstream of the incident location but downstream of Fuse 751 recorded a series of power 
off/on events.   At 9:45 PM, 26 smart meters downstream of Fuse 751 (including the 7 that had 
recorded off/on events from 9:39 PM to 9:45 PM) recorded NIC Power Down events, making for 
a total of 31 smart meters recording NIC Power Down events.   PG&E has not received messages 
from the other 4 smart meters downstream of Fuse 751.   
 
Based on PG&E records, on October 8, 2017, at 10:17 PM, Fulton 1102 Circuit Breaker opened 
and remained open, de-energizing the circuit.    
 
According to PG&E records, a troubleman was the first PG&E employee to access the incident 
location.   Per the troubleman, on the night of October 8, 2017, he arrived on scene to patrol the 
incident location in response to a wire down.  At 10:58 PM, the troubleman reported that three of 
three fuses at Fuse 751 were blown.   Per the troubleman, he replaced the blown fuses but left 
them open and tagged them “Man on Line” and continued to patrol beyond Fuse 751.   Per the 
troubleman, he continued to patrol and found three phases of conductor down approximately 12 
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spans downstream from Fuse 751, at the incident location.   Per the troubleman, he cleared the 
wires and left them on site.  Per the troubleman, he observed that fire was active in the area and 
that four or five fire engines were on site working to contain the fire.    
 
Based on PG&E records, at 11:20 PM, Fulton 1102 Circuit Breaker was closed via SCADA by 
operators after the source of the outage (a wire down on Highway 101) was cleared.   The 
incident location remained de-energized  because based on PG&E records, Fuse 751 was open.   
 
On October 10, 2017, a PG&E lineman arrived at the incident location to replace the downed 
conductor.   Based on PG&E records, at 1:11 PM, Fuse 751 was closed, restoring power to the 
incident location.    
 
On October 18, 2017, PG&E visited the incident location to conduct an inspection.   PG&E 
observed that a California White Oak/Valley Oak  tree had broken near its mid-section and was 
laying on the ground near fallen conductors for the Fulton 1102 (12 kV) Circuit.   The conductors 
were #6 Copper Wire installed in 1941.   The California White Oak/Valley Oak tree had a 
diameter at breast height of approximately 30 inches and was rooted uphill approximately 20 feet 
from the distribution conductors.   The California White Oak/Valley Oak tree is estimated to be 
approximately 50 feet tall.   PG&E believes the California White Oak/Valley Oak tree broke at a 
height of approximately 19 feet above ground.   PG&E also observed damage to a dwelling, 
structures and vehicles.   
 
Evidence Collection: 
 
On December 19, 2017, PG&E collected six pieces of the California White Oak/Valley Oak tree. 
  PG&E does not know whether any fire agency has collected evidence associated with the 
Maacama incident location.  
 
Timeline: 
 

Maacama 
Event CPUC Bates Number 

Reference 
CAL FIRE Bates 
Number Reference 

October 8, 2017, 9:39 PM:  A smart 
meter (service point 7095533205) 
located upstream of the incident location 
and four smart meters located 
downstream of the incident location 
recorded a NIC power down event.      

 PGE-CF_00000056 

October 8, 2017, 9:39 PM – 9:45 PM:  A 
smart meter (service point 7095533205) 
and seven others upstream of the 
incident location recorded a series of 
power off/on events.   

 PGE-CF_00000056 

October 8, 2017, 9:45 PM:  26 smart 
meters downstream of Fuse 751 
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Maacama 
Event CPUC Bates Number 

Reference 
CAL FIRE Bates 
Number Reference 

(including the 7 that had recorded 
intermittent power from 9:39 PM to 9:45 
PM) recorded NIC Power Down events.   
PG&E has not received messages from 
the other 4 smart meters downstream of 
Fuse 751.   
October 8, 2017, 9:50 PM:  According 
to the CPUC’s data request, the 
Maacama incident started.  

  

October 8, 2017, 10:17 PM:  Based on 
PG&E records, Fulton 1102 Circuit 
Breaker opened and remained open, de-
energizing the circuit.    

PGE-CPUC_00015697  PGE-CF_00136182; 
PGE-CF_00004995 

October 8, 2017, 10:58 PM:  A 
troubleman was on site and reported that 
three of three fuses at Fuse 751 were 
blown.   Per the troubleman, he found 
three phases of conductor down at the 
incident location.   

PGE-CPUC_00015643  PGE-CF_00136179 

October 8, 2017, 11:20 PM:  Fulton 
1102 Circuit Breaker was closed 
remotely via SCADA.  

PGE-CPUC_00015697  PGE-CF_00136182 

October 10, 2017:  Based on PG&E 
records, a lineman replaced downed 
conductors at the incident location.    

PGE-CPUC_00012217   

October 10, 2017, 1:11 PM:  Based on 
PG&E records, Fuse 751 was closed, 
restoring power to the incident location.    

PGE-CPUC_00015643 PGE-CF_00136179; 
PGE-CF_00004995  

October 18, 2017:  PG&E visited the 
incident location to conduct an 
inspection.  
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Source List:  
 
Source Brief Description 
PGE-CPUC_00007964  SCADA Data produced to CPUC 
PGE-CPUC_00007965 SCADA Data produced to CPUC 
PGE-CPUC_00012215  PG&E Evidence Log Produced to CPUC 
PGE-CPUC_00015643 ILIS Outage Report 17-0085970  
PGE-CPUC_00015697 ILIS Outage Report 17-0085251  
Maacama Initial 
Electric Incident Report 
to the CPUC  

10/20/2017 Electric Incident Report submitted to the CPUC 

Response to Maacama 
Question 5  

Response to CPUC E20171020-01 Data Request #1 (11/16/2017) 

Response to Maacama  
Question 7  

Response to CPUC E20171020-01 Data Request #1 (11/16/2017) 

Response to Maacama  
Question 8  

Response to CPUC E20171020-01 Data Request #1 (11/16/2017) 

Response to Maacama 
Question 9  

Response to CPUC E20171020-01 Data Request #1 (11/16/2017) 

Response to Maacama 
Question 27 

Response to CPUC E20171020-01 Data Request #1 (11/16/2017) 

Response to Maacama 
Question 28  

Response to CPUC E20171020-01 Data Request #1 (11/16/2017) 

PGE-CPUC_00012217 Electric Overhead Tag, Notification No. 113702897 
AMI Smart Meter Data AMI Smart Meter Data produced to CAL FIRE on 12/8/17 (PGE-

CF_00000056) 
CPUC Letter December 7, 2017 Letter from CPUC to PG&E Regarding 

Clarification for Commission’s November 21, 2017 Data Request 
CPUC Data Request for 
Maacama Incident 

November 16, 2017 Data Request Regarding E20171020-01 

Single Line Diagram Single Line Diagram for Maacama Incident Location (PGE-
CF_00004995) 

Maacama ED PI Device 
Alarms Log 

Maacama ED PI Device Alarms Log 
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Factual Report Guidance: 
 
PG&E is providing the Incident Description and Factual Summary (the “Report”) for the 
incident location, as defined by the CPUC’s December 7, 2017, letter.  In addition to Question 
29, the Report provides a complete response to Questions 3 and 4. 
 
PG&E’s review and collection of records are ongoing, and the Report is based on information 
that PG&E believes may be relevant to the incident location, as defined by the CPUC’s 
December 7, 2017, letter, based on information currently known.  In preparing the Report, 
PG&E has not included data or information that may not be relevant to the incident location, as 
defined by the CPUC’s December 7, 2017, based on information currently known, for example: 

• Transmission-level outages, which because of their wide-spread impact, may have caused 
an outage at the incident location, unless the source of the outage appears to have been 
related to the incident location or the transmission-level outage de-energized the incident 
location; or 

• Certain minor alarms sent by protection devices that did not result in a sustained outage 
at the incident location. 

Raw data has, however, been provided in response to other questions. 
 
PG&E has not reviewed potentially relevant information that may be in the possession of any 
other entity.  The cause of the incident is still under investigation and it is premature to draw 
conclusions about whether the “fire location” or “incident location” addressed by the Report is a 
point of origin.   

Moreover, PG&E has relied on some information provided by third parties, such as the CPUC.  
For example, PG&E has relied on the start time provided by the CPUC in generating this Report.  
PG&E is not presently able to validate this information.  

For these reasons, among others, the facts described in the Report may or may not be relevant to 
questions of causation or origin with respect to any incidents, and there may also be other facts 
not in the Report that are relevant to questions of causation or origin of any incidents.   

In addition, please find a list of additional explanations related to particular points. 

Single Line Diagrams 

For ease of reference, PG&E has included a single line diagram in the Report.  The reference to 
“area of interest” in the single line diagram refers to the incident location, as defined by the 
CPUC’s December 7, 2017, letter.  The single line diagram shows the incident location and the 
location of all protection devices upstream of the incident location back to the distribution circuit 
breaker at the substation.  Smart Meters are not shown on the single line diagram, although they 
may be referenced in the Report.   
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Below please find a legend that explains the symbols used in the diagram. 

 

First Responder 

As indicated above, in response to Question 4, PG&E has included in its Report an account of 
the first PG&E employee who responded to the incident location. 

Repair and/or Restoration Work 

PG&E has included information related to when repair and/or restoration work was completed.  
PG&E has not attempted to include all dates on which repair crews were present at or near the 
incident location, as defined by the CPUC’s December 7, 2017, letter, either in the incident 
overview or the timeline. 

Timeline 

As indicated above, in response to Question 3, PG&E has included a timeline of certain 
equipment operations and actions of PG&E employees at or near the incident location, including 
during the period 12 hours prior to the CPUC’s designated start time, until the date when PG&E 
was granted access to the incident location.  PG&E has not included every possible data point 
during the timeline time period.  Rather, as indicated above, the timelines include information 
that PG&E believes may be relevant to the incident location, as defined by the CPUC’s 
December 7, 2017, letter, based on information currently known.  Where records have been 
produced, PG&E provided the Bates number.  Within a single row, some information may be 
based on records that have been produced, while other information may be based on records or 
other information that have not been produced. 

Operational Data 

PG&E has relied on certain operational data sets (e.g., SCADA, AMI) in preparing the Report.  
There may be data discrepancies between different operational data sources.  For example, 
timestamps of a common event across different operational data sources may differ. In the 
Report, PG&E has documented to the best of its ability the most accurate occurrence time based 
on its current understanding.  

SCADA Data 

SCADA (Supervisory Control And Data Acquisition) data includes alarm and event data 
remotely collected in real time from data-collection capable devices on PG&E’s electric 
distribution and transmission circuits.  Reclosers and circuit breakers are examples of devices 
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that may report SCADA data.  Fuses do not have SCADA connectivity and, therefore, do not 
report SCADA data.  SCADA alarms and events memorialize electrical events on a circuit.  
However, they are associated with the device that collected them and do not include information 
on the specific cause or precise origin location of the electrical event that they memorialize. 
   
As noted above, PG&E has not included all SCADA events in the Incident Overview or the 
Timeline.  For example, Minimum To Trip (“MTT”) alarms have not been included.  MTT 
alarms are generated when a SCADA-enabled device identifies a circuit load that exceeds a 
maximum threshold load but for less than a certain amount of time.  MTT alarms can be frequent 
and do not include information on the specific cause or origin location of the event that triggered 
them.  A record of all SCADA events and alarms that occurred during the requested time periods 
has been previously produced in response to Question 18, submitted to the CPUC on February 
28, 2018, in the Bates range PGE-CPUC_00007964 to PGE-CPUC_00007965.  

AMI Data 

Smart Meters are electric meters designed to record customer electricity usage, primarily for 
billing purposes.  They can record and transmit electrical data including usage, voltage and event 
data (“Smart Meter” or “AMI” data).   In certain situations, data collected by these meters may 
be helpful to determine information about outages.  For example, a Smart Meter’s “last gasp” is 
an event that may show the time at which a specific Smart Meter lost power.  In conjunction with 
data from other Smart Meters, “last gasp” data might indicate when a certain location on the 
electric grid lost power or some other secondary problem.  A “NIC power down” is a recorded 
log event when a Smart Meter initiates a shut down.  A “zero volt reading” occurs when a meter 
is partially energized (between 25% and 75%) at the time of a reading.  Each of these readings 
will only occur if the communication from the Smart Meter is successfully received (or 
subsequently retrieved and downloaded if the Smart Meter is still accessible).    

As noted above, PG&E has not included all AMI events in the Incident Overview or the 
Timeline.  For example, sag or swell events have not been included.  Smart Meters record these 
events when they detect a decrease (sag) or increase (swell) in voltage above or below a certain 
threshold for more than a certain period of time.  Sag and swell events do not have specific 
timestamps; the data indicates only that they occurred during a certain time interval.  Sag and 
swell events may indicate unusual activity; however, they do not indicate the location of that 
unusual activity.  Smart Meter data was not requested in the November 16, 2017, Data Request 
and has not been produced in response to that Data Request. 

Reclosing Device Operations  
 
PG&E is providing certain times at which reclosing devices “operated” (opened or closed), 
which could include multiple operations depending on the device’s settings before the device 
ultimately stayed closed or stayed open. 

Outage Records 

PG&E has relied on certain information from its Integrated Logging Information System 
Operations Database (“ILIS”) in preparing the Report.  As explained in response to Question 20, 
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submitted to the CPUC on March 30, 2018, ILIS is PG&E’s system of record for distribution 
transformer-level and above outages. ILIS is the application used by the distribution system 
operators to document information pertinent to the operation of the electric system. Due to the 
nature of how information is documented in the application, there may be discrepancies in 
outage start times and other information between ILIS and other data sources. For example, ILIS 
does not record single-customer or service-level outages, in accordance with CPUC Decision 96-
09-045 and Advice Letter 3812-E on outage reporting requirements. Data from these ILIS 
records should be reviewed and considered together and in conjunction with those other data 
sources. 

Outage cause information in ILIS is preliminary and is based on the best available information at 
the time, from initial field intelligence and through spot check quality reviews.  

Smart Meter Service Point ID Numbers 

Some PG&E records identify Smart Meters by their associated Service Point ID number 
(“SP_ID”), while other records identify Smart Meters by their associated “Badge” numbers.  For 
consistency, the Report uses SP_ID to identify Smart Meters.  PG&E will provide a translation 
between SP_ID and Badge numbers upon request.  

Source List 

At the end of the Report, PG&E has included a list of records on which it relied in drafting the 
Report.  When PG&E indicates in a Report that information is per PG&E records, PG&E is 
referring to the records identified at the end of the Report.  Where records have been produced, 
PG&E provided the Bates number.  In addition to the items on the source list, PG&E relied on a 
variety of internal databases to make an assessment of location information regarding devices 
and individuals (e.g., GIS, GPS) and observations made by the first PG&E employee who 
responded to the incident location. 
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