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Question 27
Please provide the results of the joint PG&E SPL “benchmark study” cited on page 3‑28, line 16.
Answer 27
Please see attached document “CC&B/CDx 1.5.10 AMI Billing Benchmark”. 
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Objective 


At the request of PG&E, a benchmark study was performed to assess the impact AMI would have on PG&E’s nightly billing cycle and computing resources using PG&E production volumes/rates.


After considering resource availability and the request for results ASAP, the following objective/scope was established:


“measure the incremental impact of AMI billing in CorDaptix i.e. 15-min usage into multiple TOU usage, and pricing the TOU usage during billing (but not VEE processing), relative to PG&E’s predominant residential monthly usage rate E1 for a batch billing cycle at PG&E scale/volume”.  


Approach


PG&E’s E1 residential rate was compared to the PG&E A6-2 rate modified for interval billing by comparing batch billing runs consisting of ONLY EMR accounts versus batch billing runs of ONLY AMI accounts.  Three different scenarios were chosen, each consisting of an EMR and an AMI run.  Namely:
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Environment 


The benchmark testing primarily used “out of the box” software modules delivered by SPL as part of the CorDaptix 1.5 release.  However, to successfully replicate PG&E’s production rate, several customer specific modules (register rules and sq rules) developed by PG&E were used during the benchmark. Approximately ½ dozen program enhancements were made prior to the final set of runs, as a result of initial tests. Please note: This was the 1st time CC&B/CDx 1.5 had been tested at scale for DB2. 


PG&E’s FSTE ( Full Scale Test Environment ) provided the only timely alternative for such a benchmark. There were additional benefits/factors for choosing this environment.


· Although the test was conducted with CDx 1.5 as opposed to CDx 1.3 currently in production at PG&E, simply running on PG&E’s Mainframe with DB2 V7 would allow the team/PG&E to better ascertain some type of correlation with PG&E’s current production environment and performance; as opposed to an Oracle/Unix based benchmark.


· Additionally, the extensive DB2/CDx knowledge on-site within the data administration and operations/application support groups increased the probability of a successful, meaningful benchmark in the short time frame.


Data Overview


As previously stated, this benchmark compared PG&E’s predominant residential E1 rate with the SPL developed AMI A6-2 rate (which is the best approximation for a future residential AMI rate given the information we have at hand today).


· Ideally (given more time), the benchmark would have been performed against an exact replica of PG&E’s current production database. This was not feasible given the time constraints, not to mention that this would have required an upgrade from 1.3.x to 1.5.10; Instead, a more predictable process and used the exact same data replication scripts utilized for SPL’s internal AMI benchmark.  These scripts replicate template accounts and all of their associated objects (SAs, Read history, etc). 


· Four Template accounts


1. Residential EMR Dual Commodity  ( E1 + G1 gas )


2. Residential EMR Single Commodity ( E1 )


3. AMI Dual Commodity ( modified A6-2 + G1 gas )


4. AMI Single Commodity ( modified A6-2 )


· The Interval AMI accounts consist of 


· One SA with the A6 rate modified for interval billing and taking advantage of CDX 1.5.10 functionality.  


· The SA will be defined with a single interval profile.  The profile will contain interval data, kWh measured at 15-minute intervals, spanning three months in order to provide data for three billing runs.


· The interval data will be supported by 


1. A TOU map that contains intervals for three billing runs (three months).


2. An interval pricing bill factor that contains intervals for three billing runs (three months).
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· ~550,000 accounts consisting of 276,000 EMR and 276,000 AMI accounts enabling side-by-side comparisons of AMI and EMR billing scenarios. 


Please note: (Data size/volume is certainly an important factor, however the billing performance at PG&E is influenced more by rate complexity than data volume, i.e. a replicated database of 8 Million accounts for this benchmark/scope would not have provided significantly different results). 


Results


Context


The results of this benchmark should be put in the proper context. A few important factors to remember:


· This was the 1st time CC&B/CDx 1.5 had been tested at scale for DB2. Significant tuning was accomplished even in the span of one week.  We have identified additional optimization opportunities that will be incorporated into the product and can be demonstrated in short order if requested.


· The isolated environment and the benchmark database, due to the nature of the replication, lends itself to optimal performance. I.e. data distribution is optimal and doesn’t reflect production irregularities that develop over time due to account consolidation or extreme situations whereby a single account has thousands of SAs.


· The AMI rate structure used in the benchmark was SPL’s best guess at what a residential AMI rate will look like with 5 Time of Use buckets: Winter Part-Peak, Winter Off-Peak, Summer On-Peak, Summer Part-Peak, and Summer Off-Peak.


· The rate was configured using the latest 1.5.10 functionality and still complying with the tariff structure. 


· These tests did not include VEE “Validation, Edit and Estimation” processing; a significant component of an AMI solution.  


· These tests did include “real-time framing” of 15-min interval usage into 5 TOU buckets and pricing per TOU.


· These tests did include “direct-pricing” of 15-min interval usage with 15-min interval prices.


· The suite of benchmark billing scenarios were conducted with 60 concurrent threads as opposed to the production standard of 120. This was due to early test runs that showed AMI CPU utilization was markedly higher than the EMR runs; and 60 threads was selected to ensure that our comparison runs of EMR and AMI would not be impacted by lack of CPU.


Measurements


Below is summary chart of “some of the metrics” collected during the benchmark.  Table growth relative to the billing scenarios was also captured along with detailed DB2 Accounting and Statistics reports.
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CPU Utilization


CPU utilization during AMI processing was noticeably higher.  This is not overly alarming considering the history at PG&E, i.e. programs and/or SQL  isolated by performance reports have consistently been addressed by SPL.  There is no doubt that the CPU performance numbers can be improved.
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Realizing that CPU utilization does not necessarily scale linearly relative to the number of concurrent CDx batch threads , a final run with 90 threads was measured.  (see above 90-AMI-SCO ).
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In this case, increasing the threads by 50% from 60 to 90, resulted in a 14% increase in throughput with an 8% increase in CPU utilization..


Results Summary


The benchmark results show that based on “throughput for equal number of batch threads”:


· AMI (also referred to as Interval Billing), with it’s inherently simpler rates, performs better than EMR billing during rate break periods  such as Dual Rating.


· An AMI structured rate taking advantage of CDx 1.5 rate configuration enhancements such as eligibility rules results in better billing performing, as opposed to an EMR rate, during a normal ( Single Rate ) period as well.


· CPU utilization during AMI processing was noticeably higher.  The CPU resource constraint, if not addressed, could extend batch billing to ~7 ½  hours compared to a current runtime of ~ 6 hours for Dual Rating.
  The CPU resource issue can be addressed through a combination of CPU upgrades and application optimization.


PG&E’s production billing requirements will benefit from the fact that Interval Billing is actually quicker rate break periods as well as single rating.
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Correlation with Production


The results show that 120 concurrent threads of AMI billing should shorten the production billing job runtime.  The results also show us that the AMI billing profile is much more CPU intensive than EMR.  Realizing that the CPU utilization can and will be addressed through a combination of application tuning and additional CPU acquisition; the below section attempts to correlate the preliminary results to a projected production run time (in a very simplistic way) using the following scenarios. 


Baseline Data


1. Currently PG&E’s production run on 3/15 completed 248,700 bills at a rate of 710 completed bills/min during a DUAL ELECTRIC rating period at 120 threads.


2. Some rough comparisons suggest that the benchmark environment (isolated, clean data, higher completion rate, etc) enhances performance by 20% ( 854 test environment is 20% > 710 production environment for EMR runs).


3. Present State “end of benchmark”  - Based on the AMI Dual Rating results and applying the 20% production overhead factor, billing @ 60 threads with no additional tuning would project to 10.7hrs.
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Realistic Tuning Scenarios: 


1. Application tuning 10% gain, increase thruput and reduce CPU consumption, 9.7hrs. Please note: SPL’s product group already has several additional performance enhancements ready to be deployed.


2. AMI billing @ 60 threads with no additional tuning would project to 9.7hrs.


3. Based on our final 90 thread AMI run, we saw a 14% increase with an 8% increase in CPU, so potentially an additional 30 threads “might” bring an additional 14% increase with a projected runtime of 8.5hrs.


4. Increase the threads to 120, additional 14% gain, projection of 7.6 hrs.


5. Items 1 thru 4 could happen in relatively short order.  This is a “conservative best guess” of the actual performance if AMI were in production immediately with no further tuning or CPU acquisition.


6. Upgrade to DB2 V8, 10% gain, 6.8 hr. projection


7. Additional Application tuning 10%, 6.2 hr. projection


8. Additional Application tuning 10%, 5.7 hr. projection, back at baseline.


This progression of scenarios and improvement is not at all unrealistic based on the past three years of performance gains implemented due to the collective efforts of both SPL and PG&E”s staff.


Conclusion


Depending on the rate of AMI adoption, the results from this benchmark suggest that 120 threads of billing with a growing percentage of Interval Bills could most likely require CPU resources beyond what is currently configured in production today.


If PG&E takes advantage of AMI’s inherently simpler rates and the potential CPU resource issue can be addressed through a combination of CPU upgrades and application optimization; 


PG&E’s batch billing runs should not see any significant increase in run times with the introduction of Interval Billing, and could potentially decrease as the percentage of AMI accounts grows relative to the traditional E1/EMR account population.


Going Forward


During the benchmark SPL delivered some performance enhancements prior to the final documented billing scenarios.  There are additional enhancements that did not make the cut-off date. Collectively, SPL and PG&E have demonstrated the ability to tune CDx and PG&E’s environment to meet PG&E’s requirements.  Similar benchmark/tuning efforts are highly recommended and should be conducted well in advance of production, independent of the final target environment. There are huge benefits from testing onsite in PG&E’s production-like environments.  What we learn and subsequently tune in DB2 is often directly applicable to SPL’s other certified databases such as Oracle. 


While the benchmark demonstrated that AMI should in fact improve billing, the focus will most likely shift  to the “pre-billing” processes such as the VEE.


Executive Summary
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� See the section titled “Production Correlation”
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