Appendix A	Interval Data VEE Technical Methods


A.1	Prorating Time Drifted Data


Two options are provided for correcting the data when the actual number of intervals retrieved from the meter does not equal the expected number of intervals based upon the elapsed time.  


A.1.1	Option 1 for Prorating Time Drifted Data


This section describes how to normalize interval data when the clock in the meter does not agree with the clock in the computer reading the meter.  This phenomenon is called Clock Drift.  Clock drift can be both a negative or positive value, depending upon whether the real time (at the computer) is greater than [negative drift] or less than [positive drift] than the clock in the meter.  This is illustrated below.
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For each of the illustrations shown above, the actual interval of measurement is different.  We assume that the meter and the computer systems are synchronized at some time, T0 {for example, the last meter read} and that the meter is now being read at a read time, Tr.  For each case above, assume that the meter reading system reads at the same time.  The elapsed time is given by





 Elapsed Time  = (Te = Tr  - T0





The elapsed time for the shorter interval case is given by





Short Interval Elapsed Time  = (Tes = Tms  - T0


where Tms is the time that the meter clock gives when the meter is read.


The elapsed time for the longer interval case is given by





Longer Interval Elapsed Time  =  (Tel = Tms  - T0





where Tml is the time that the meter clock gives when the meter is read.  Note that Tms > T0 , i.e. the meter clock is running faster therefore clocking more intervals and more elapsed time. And that Tml < T0, i.e., the meter clock is running slower, hence fewer intervals and a shorter elapsed time.


In each case, the internal clock in the meter is registering that the interval length is the length that is specified for the meter, namely (t or 15 minutes for CA interval meters.  However, since the clock is running faster for the short interval case and slower for the long interval case, we must adjust the values such that the correct usage is obtained for each meter.  The total drift time for the clock can be calculated for each case as follows:





Total Drift Time For Short Intervals  TDs = ((Te  - (Tes(= (Tr  - Tms(





and





Total Drift Time For Long Intervals  TDl =  ((Te  - (Tel(= (Tr  - Tml(





Note that TDs would be negative had we not taken the absolute value.


	The actual number of intervals for each case can be calculated using the elapsed time measured by the meter and dividing it by the preset meter interval, (t or 15 minutes. Or when truncated to an integer:





Expected Number of Intervals, N = (Te / (t





Number of Short Intervals Ns = (Tes / (t





Number of Long Intervals Nl = (Tel / (t





Two cases are considered.  


Case # 1 is when N = Ns = Nl, i.e. the clock drift is small enough that no additional interval is generated.  For this situation, we could elect to do nothing since for a thirty day reading schedule for 15 minute interval data, there will be about 2880 intervals and a time drift error of less than 0.04% in each interval.  The actual drift time for each interval, ignoring any fractional intervals at the end of the read period can be calculated as





(DTs = TDs / N 





and for the long interval case,





(DTl = TDl / N





This result could be used in combination with the actual interval width to increase or decrease the usage in the particular interval.


Case #2 involves a situation when N ( Ns or N ( Nl and hence there are a fewer or greater number of intervals that expected.  Here we suggest that a procedure be adopted that distributes the measured interval values into intervals that have the correct length, namely (t.  Thus we increase or decrease the interval length to correspond to actual interval length that should have been in the meter based on the drift, (t + (DTl  or  (t - (DTs .  Thus the interval distribution that is shown in the above figure would now have proper interval lengths in minutes.  The procedure for distribution this data is fairly straightforward.  We simply insert the real 15-minute interval grid on the actual interval grid taken from the meter and adjusted by the above technique.  Next we divide each of the obtained usage values at the corresponding 15-minute grid points.
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This figure shows how to allocate each of the respective values.  For example in the first corrected interval, the usage would equal the sum of the usage in the incorrect time interval case plus the fraction to the left of the corresponding interval in the correct zone.  For example, if the drift per interval was found to be 4 minutes for short interval case, then the time grid would be 0, 11, 22, 33, 44, 55, 66, 77, etc.  The amount taken from the second short interval would be the usage in interval 2 multiplied by 4/11 or 34%.  For the case of the third correct interval, there would be components from interval 3, 4, and 5 of the incorrect interval usage.  From the third interval, it would be 3/11 of the usage, from the fourth interval it would be 100% of the usage, and from the fifth interval it would be 1/11 of the usage.  This scheme should be easy to implement.  The one caution is that additional manipulation of the usage data will be required if the interval values are stored as kW for the interval, rather than kWh.  But this should not be a problem.  





A.1.2	Option 2 for Prorating Time Drifted Data


The objective of this algorithm is to create the expected number of intervals while preserving the usage recorded in the actual number of intervals.  


When the Actual number > Expected Number…


Truncate the extra intervals.


The total usage will decrease by the amount recorded in the truncated intervals.  In order to preserve the recorded usage, the usage in the remaining intervals will need to be scaled up as described below.





When the Actual number < Expected Number… 


Interpolate using the last good interval to create the expected number of intervals.


The total usage will increase by the amount in the interpolated intervals.  In order to preserve the recorded usage, the usage in each interval will need to be scaled down as described below.





To scale the usage in the truncated or interpolated intervals…


1)  Calculate the recorded usage.


Recorded Usage = total usage for the period.  It can be derived from the sum of the usage in the “actual” intervals or from good meter readings.


2)  Calculate the pre-scaled usage.  


Pre-scaled Usage = The total usage in the intervals after they have been truncated or interpolated to the expected number of intervals.


3)  Calculate the scaling factor.  


Scaling Factor = (Recorded Usage/Pre-scaled usage). 


Multiply the usage in each interval by the scaling factor to create corrected usage.  The sum of the usage in the scaled intervals should now be equal to the recorded usage.  


Flag all intervals for the period as estimated.





A.2	Sum Check Failure Troubleshooting Techniques


The objective of the sum check is to compare the energy use recorded by the meter to the energy use recorded by the pulse recorder over the same time period.  Due to data collection methods, often the period represented by the meter reads does not correspond exactly to the period represented by the interval data.  For example, the period of data collection may span from 5/1/98 01:12 AM to 6/1/98 01:22 AM, with the meter readings corresponding exactly to this time period.  With 15-minute interval data, the interval data for this same period of data collection would begin at 5/1/98 01:00 AM and end at 6/1/98 01:15 AM.  The difference of 12 minutes from the start meter reading and 7 minutes from the end meter reading could be the source of error in the failure of the sum check.  


A.2.1	Account for Start and End Time Differences


The following technique enables the MDMA to resolve sum check failures by taking into account time differences between the meter readings and the interval data.  


Redo the sum check, taking into account the differences in time between the time of the start read and the start of the first interval, and the time of the stop read and the end of the last interval:  


Calculate a prorated start meter reading to be used in this check by doing the following:


Calculate the percentage of an interval that has elapsed between the start time of the first interval and the time of the start meter reading.  For example, if the meter was read at 3:30 PM, the first interval in an hourly interval data stream would start at 3:00 PM.  The percentage of time elapsed is (30 min./60 min.) = 50%.


Multiply the usage from the first interval by the percentage from the previous step.  For example, if the usage in the first interval is 240 kWh, the percentage usage is (240*0.50) = 120 kWh.  


Determine how many meter increments are represented by the percentage usage from the previous step.  For a meter multiplier of one, the usage is equal to the number of meter increments, so 120 kWh is equal to 120 meter increments.  For a meter multiplier of 80, 120 kWh is equal to 1 meter increment (i.e., 120 divided by 80 and rounded down to the nearest integer). 


Calculate a prorated start meter reading by subtracting the number of meter increments from the previous step from the actual start meter reading.  For example, if the start meter reading is 55555, and the number of meter increments is equal to 120, the prorated start meter reading would be (55555-120) = 55435.  


Calculate an allowable margin of error to be used in this check by doing the following:  


Calculate the percentage of an interval that has elapsed between the end time of the last interval and the time of the stop meter reading.  For example, if the meter was read at 11:15 AM, the last interval in an hourly interval data stream would start at 11:00 AM.  The percentage of time elapsed is (15 min./60 min.) = 25%.


Multiply the usage from the last interval by the percentage from the previous step.  For example, if the usage in the last interval is 120 kWh, the percentage usage is (120*0.25) = 30 kWh.  


Determine how many meter increments are represented by the percentage usage from the previous step.  For a meter multiplier of one, the usage is equal to the number of meter increments, so 30 kWh is equal to 30 meter increments.  For a meter multiplier of 80, 30 kWh would result in .375 meter increments. 


Calculate the allowable margin of error by adding 2 to the value calculated in the previous step. 


Redo the sum check using the prorated start and original stop meter readings and the allowable margin of error instead of the two multipliers.   


A.2.2	Account for Missing or Incomplete Intervals


With some metering and data collection technologies, it is possible for the meter or cumulative usage register to reflect accurate usage even when the interval data is missing or incomplete.  The following technique enables the MDMA to resolve the sum check failure for those intervals that were successfully collected. 


If some intervals are missing or incomplete, redo the sum check after scaling the difference between the adjusted start read and the stop read by the percentage of good intervals:  


Count the number of good intervals in the data stream.


Calculate the percentage of good intervals by dividing the count from the previous step by the number of intervals elapsed between start time and stop time.  


Multiply the percentage by the difference between the start reading and the stop reading.  (Note that you may use the actual start and stop readings or the prorated start and stop readings from A.2.1 in this step.)  


Compare the new difference with the sum of the usage in the good intervals. Note that the values must be in the same units for the comparison.  


If the difference is <= allowable margin from A.2.1, the good intervals pass the sum check.  The missing or incomplete intervals need to be estimated.  


A.3	Scaling estimated data using good meter readings


If start and stop meter readings are available and are known to be good, they may optionally be used to scale the estimated interval data as follows:


1)  Determine the total usage for the time period based upon the meter readings.  


Total Usage = ((Stop Reading-Start Reading)*Meter Multiplier)


Sum together the valid intervals.


Subtract the sum of the valid intervals from the total usage to determine the total estimated usage.  


Total Estimated Usage = Total Usage – Sum of Valid Intervals


Sum together the previously estimated intervals.  


Calculate the scaling factor by dividing the total estimated usage by the sum of the estimated intervals.  


Scaling Factor = Total Estimated Usage/Sum of Estimated Intervals


6)  Multiply each estimated interval by the scaling factor.  
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